a2 United States Patent

Daddi et al.

US009160854B1

US 9,160,854 B1
Oct. 13, 2015

(10) Patent No.:
(45) Date of Patent:

(54)

(71)

(72)

(73)

")

@

(22)

(63)

(1)

(52)

(58)

REVIEWING CALL CHECKPOINTS IN
AGENT CALL RECORDINGS IN A CONTACT
CENTER

Applicant: Noble Systems Corporation, Atlanta,

GA (US)

Inventors: Rajesh S. Daddi, Atlanta, GA (US);
Karl H. Koster, Sandy Springs, GA
(US)

Assignee: NOBLE SYSTEMS CORPORATION,
Atlanta, GA (US)

Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35
U.S.C. 154(b) by O days.

Appl. No.: 14/632,450

Filed: Feb. 26, 2015

Related U.S. Application Data

Continuation-in-part of application No. 14/621,999,
filed on Feb. 13, 2015, which is a continuation-in-part
of'application No. 14/572,957, filed on Dec. 17, 2014.

Int. Cl1.

HO04M 3/00 (2006.01)

HO04M 3/51 (2006.01)

U.S. CL

CPC ... HO04M 3/5175 (2013.01); HO4M 2203/402

(2013.01)
Field of Classification Search

CPC HO4M 3/1566-3/5238; HO4M
7/0012-7/0057; HO04M 2201/38-2201/60;
HO04M 2203/25-2203/258;, HO4M
2203/40-2203/408; HO4M 2203/50-2203/509;
HO04M 2203/65-2203/658
348/14.01-14.16; 370/259-271,
370/351-357;379/201.01, 202.01-207.01,
379/265.01-266.1; 709/201-207, 217-248

See application file for complete search history.

(56) References Cited

U.S. PATENT DOCUMENTS

6,370,574 Bl 4/2002 House et al.
7,076,427 B2 7/2006 Scarano et al.
7,457,404 Bl  11/2008 Hession et al.
7,599,475 B2 10/2009 FEilam et al.
7,860,722 B1  12/2010 Chow
8,059,790 B1  11/2011 Paterik et al.
8,094,790 B2 1/2012 Conway et al.
8,103,722 B2 1/2012 Lee
8,279,779 B2  10/2012 Singh et al.
(Continued)
OTHER PUBLICATIONS

Noble Systems Corporation, Harmony Version 3.1 User Manual,
May 9, 2013, 236 pages, Noble Systems Corporation, Atlanta, GA.
Screenshot of Interactive Demo of jQuery plugin to add notification
bubbles, found at http://www.codebasehero.com/files/notification-
menu/demo/, obtained on Dec. 16, 2014, 1 page.

(Continued)

Primary Examiner — Hemant Patel

(57) ABSTRACT

A real-time speech analytics system (“RSTA system”) detects
speech during a call involving a contact center agent and a
remote party. Upon detecting the speech, an event message is
generated by the RTSA system and transmitted to a check-
point and alert reporting module, which is configured to gen-
erate and update a checkpoint widget displayed to the agent.
The checkpoint widget provides visual information regarding
the status of the checkpoints encountered during the call.
Checkpoint widgets may be stored for each call handled by an
agent, and subsequently may be requested for display to a
supervisor for reviewing of the agent’s performance. Upon
providing appropriate filter information, the selected widgets
associated with the agent are displayed. By selecting a par-
ticular checkpoint indicator on a widget, audio from the call
associated with that checkpoint is retrieved and streamed to
the supervisor, thus allowing auditory review of that portion
of the call.

19 Claims, 31 Drawing Sheets

Review Agent Checkpoint Call Recordings

1900 DEFINE FILTERS: 1905 CHECKPOINTS: 1910
\ N N Text Score
Agert: w 1. Recording Disclaimer 10
Campaign: 2. Mini-Miranda 25
8. Verity Contact 20
Date: 4. Ask for Payment 15
_ 5. Thank Customer 5
Time Range:  10:00 a.m. — 12:00 p.m.}
Score Threshold Al
1912 1913 — 1914
i L N
15\1 5 Start Time Checkpoint Widget Score Total 1A
S 1 2 3 4 5
10:46.02 am. 75
1921 1922 1923 1924 1925 1926
to7 L1057 33am. s 50 13'9

75

11:10:41 am.

11:37.33 a.m.

11:43.53 a.m.

75

11:49.17 am. s

50
65

<




US 9,160,854 B1
Page 2

(56)

References Cited

U.S. PATENT DOCUMENTS

8,326,643 Bl

8,396,205 B1*

8,537,983 Bl
2014/014049 Al*
2014/0140497 Al
2014/0181676 Al

12/2012
3/2013
9/2013
5/2014
5/2014
6/2014

Eshkenazi et al.

Lowryetal. ............. 379/265.12
Haggerty et al.

Ripaetal. .............. 379/265.06
Ripa et al.

Samborskyy et al.

OTHER PUBLICATIONS
Noble Systems Corporation, Noble Web Reports version 2.3 User
Manual, May 13, 2013, 222 pages, Atlanta, GA.
Office Action Received for U.S. Appl. No. 14/572,957 dated Feb. 11,
2015.
UPSTO, Office Action dated Apr. 28, 2015 for U.S. Appl. No.
14/572,957.

* cited by examiner



US 9,160,854 B1

Sheet 1 of 31

Oct. 13, 2015

U.S. Patent

0zt
welsig
sonAleuy yosedsg
aull] [eey

061
8.013

Slid YIoMmIaN

08t
aINPOR
Bupodey Wery
pue uiodyosyn

JojBiSiuilpY

L "OId

=70
2ialS BleQ
\ 891 suonisod waby

OfFT
19|pueH [[ed

egel
19U

potL 9911

gLl

laulsiy]

\A GLh
001 /@JS



US 9,160,854 B1

Sheet 2 of 31

Oct. 13, 2015

U.S. Patent

S
Josialadng

0ie

[
eleq
Haly pue
juiodyosyD

¢ Ol4

081
SINPOP
Buiodey ushy
pue wiohpayn

Gee

yee

weby .

0ci
twajsAg
sonAeuy
yoesdg susi| eay

061

101G 314

fued sjowioy




U.S. Patent Oct. 13, 2015 Sheet 3 of 31 US 9,160,854 B1

300

\ 305 Receive Alert Message from Speech Analytics
" Module

!

310 Retrieve Gurrent Alert Count for Active Gall for
[Ny
Agent.

!

——"] Increment Current Alert Count

!

320 Display Current Alert Count in Alert Bubble
[y
over Agent lcon

!

— Start Display Timer

"y

330\_/ Display Alert Overlay Using Appropriate Icons
and/or Golor According to Alert Characteristics

!

335
No < Timer Expired? >'/

Yes *

340 1 Remove Alert Overlay

315

325

FIG. 3A



U.S. Patent Oct. 13, 2015 Sheet 4 of 31 US 9,160,854 B1

Request for Alert
Details
For Specified Agent

355 l
Is Agent Alert No
Count =07

350

Yes
3607 Provide Alert Details
365 ~ ‘
Close Alert Detail No
Box?
Yes
370\
B Close Alert Detail Box

FIG. 3B



US 9,160,854 B1

Sheet 5 of 31

Oct. 13, 2015

U.S. Patent

v Old

\. %144

)

M 2 uondo 109188

I p€:20:00 a1
pajoouuo)d ..(\\/va
oy
JAS 1SN
gey S 119

Arepy ‘uosdwoy 1~ Sy

0ov



US 9,160,854 B1

Sheet 6 of 31

Oct. 13, 2015

U.S. Patent

¢ Old

>

[<

2 uondo 1094es

yE:00:00

HIOM D ol (pasned
poddng yoa

umeq ‘ApieH

109G

A uondQ 109195

20:10:00

et LT Ty
Hoddng yos |

SLYD ‘jalueaon

o065

5 uoRdQ 109188

£ uogdQ 1091eg

0€:80:00

pPaBLLOY
2AG 180D

auep

S

N uoydo 108195

Q071200 ”W £2:80:00

patosuuo?) ". weaig :pesneyd

OAG 151D ~ IAG 181D
wo} ‘aoq aop ‘Ynws

POSS

A\ uendgQ 109135

$E:20:00 mf

Py

palBuL0D
S 181D
weyes Asepy ‘uosduioy]
qoss B0GS

“ncm _Dm>=o< _:Q_E _ Buspusosy # ""H0S

085

025

AAA%_ <ixeu (gjo0 i) Asud> jsi>>

509 MaIA U0d| — suonels juaby

00§




U.S. Patent Oct. 13, 2015 Sheet 7 of 31 US 9,160,854 B1

FIG. 6

400

625

600




U.S. Patent Oct. 13, 2015 Sheet 8 of 31 US 9,160,854 B1

710
720
730

400

FIG. 7

703
725

700

705



US 9,160,854 B1

Sheet 9 of 31

Oct. 13, 2015

U.S. Patent

V8 '©ld

>

<

L
@ @

s uond() 108188 AuondQ) 1081es

YE:00:00 0¥ 100
HOM [[BD 81y pasnied PoIosUUOD
voddng yos} OAG 1SND)

umeq ‘ApieH woy

5 uondQ 10819 A uondo) ees
¢0:10:00 0€:80:00
PajoBULDD) po1BuLoT)
uoddng yoa | OA5 1SN0

auep “tieyesn

O uondp 109108

£2:80:00

yeaig (pesned
OAG 1SAD

s0p ‘yuws

€04

Tocm Tm>=o< Tozi_ Buipusosy | U0

<<iSB}] <xou (g0 1) Amud> sap>

M3IA UOD] ~ Suolelg Juaby

008 _




US 9,160,854 B1

Sheet 10 of 31

Oct. 13, 2015

U.S. Patent

a8 "old

A.uoidO 1918

VE:00:00

SOM (B 11y (pasney
poddng yoe )

5

umeq ‘Apiey

A uondQ) 108199

s uondo 1088
207 10:00 HQrA%E

peiosuLoD)
poddng yoay

SLY ‘|elegon

Pa1BULIo)
3AG 1SND

0€:80:00

auep 'Uleyein

2 uopdo 109198 £Z:60:00

yeaig pasned

DAG 18N

aop ‘s

eiel 00 w

oS

<<isB] <xau {£10 1) asud> sup>

M3IA\ U09] ~ suonels uaby




US 9,160,854 B1

Sheet 11 of 31

Oct. 13, 2015

U.S. Patent

08 9Id

£u0ndo 199188

A uoidQ 199188

SOM HBD JOUY :posned

@
@

A\ uoido 10998

$£:00:00

poddng yosa ).

umeq ‘ApieyH

20:10:00

pajosuLny d
yoddng yose ],

Sy ‘[aIuegon

90°'¥1:00

palosuLI0n
OAG 180D

0e:8G:00

PajoRUU0D
G I8N

woej ‘s0q

®
@

A uondo 19808

£2:€0:00

seaiq :pasned
0AG 181D

80 ‘NS

_Ucm _bm>mo< Tm;_E _ Buipusosy

108G

<<jse} <ixau (g0 1) rsid> snp>

MaA uoo] — suonelg juaby




US 9,160,854 B1

Sheet 12 of 31

Oct. 13, 2015

U.S. Patent

6 Old

\

Gi6

I

Ot

\

S06

G/8

Asepy ‘uosdwoyy

0c6

0€6



US 9,160,854 B1

Sheet 13 of 31

Oct. 13, 2015

U.S. Patent

VOt 'Ol

O
),
O
(2

0001




US 9,160,854 B1

Sheet 14 of 31

Oct. 13, 2015

U.S. Patent

g0l "Old

G
0€0 b——fsep ‘vosdwoyy

0001



U.S. Patent Oct. 13, 2015 Sheet 15 of 31 US 9,160,854 B1

1050

<

FIG. 10C




US 9,160,854 B1

Sheet 16 of 31

Oct. 13, 2015

U.S. Patent

OcHt —|

ViI 'Dld
£ 0 €2:€ | uuod | aagisng s0p ‘Ynws z | 906 ee
e oy yoddng .
g8 V'N V'N pasned Yooy umeq ‘ApteH 1 829 zi
91 ve'e ‘uuod 9AG ISND Asepy ‘uosdwioyy rA 0€6 ze
SHUSlY YS1Y SO uoneing | aleig
| aleN qunN | gt | JegquinN
6
SARINWND HNMWM Hen weby ubedured weby dnoiny | weby| uoneis
KON: /8: mo:\\
00t1




US 9,160,854 B1

Sheet 17 of 31

Oct. 13, 2015

U.S. Patent

dil ©ld

/I\/om:

|eor ‘ynws z | 906 | FEF

meq ‘Apiey L 829 zL

9l Z ve:z | 'uuod | oagisng | Asep ‘uosdwoyl 2 06 | z€
SU9Y YSL1H SHay uojeing | o1LIg aweN lsguwnN | @ | JegqunN
SAIIRINWILING wwmmb_.%o _._mo weby ubtedwied weby dnosy | weby| uoneig

AN

00kL




US 9,160,854 B1

Sheet 18 of 31

Oct. 13, 2015

U.S. Patent

¢l Ol

379VL ONIddVIA LH3TV

. psiosleg Japea wea |
seA oot 0 BPUBIN-IUIA ON sospaedng | psy BPUBIHA] TUIA,,
] dweny lopeaT wes ] ) .
ON 0c 0 uogosjjon doig 1osiAi8dNS \4 PO | poureiey sokmer
oN 0 o1 | Poaleqg pIomasing sw%mu: o V| pey pIOMESING
S8A 0 oG+ pajoelsg dn deipy | fosimadng ussin dn desp
Bunesin
G+ s108jaq Bunesi :
ON oG+ pajosleQ bUlleBIY) | josiuedng ussI) BLICOIOM {\\|OWNP
¢ sjuiod Siuiod uay
IWohBUD | si00g | 81008 ut apnjou OBV 1 ooy | 0100 Wy
se pauye( | soueydwos | AuANSO 011x8 ) pues vSid
//okqﬁ/.\.mmw/mmmw /ommw /mmﬁ //omm_/mﬁ& KSS //moﬁ
0oct



US 9,160,854 B1

Sheet 19 of 31

Oct. 13, 2015

U.S. Patent

del Bl
61EL giel LIEL
’ N :
v \Q% /\o
“, U 2
S, & o
%) v, O%
Y, % s
% 5. 71
[ ] [ ]
/U ooe1—"
QLEL— 9/E1 viEL
oger —¥
VEL 'Ol
" BIEL . gIEl L1EL oLgl - SLE}
o, J W, /\o J /m J .
% Yy, &7 2 s
.ma\w & «\O rs\mu 'Sy,
0 o, 0., %, Qe
Y, % 72 2, %,
% 7, 7 Y, %,
44 b Vo
S /\/ /\J v
@ ; 0 : ;

a0LEl PO EV\ 2011’



U.S. Patent Oct. 13, 2015 Sheet 20 of 31 US 9,160,854 B1

e 1405
Tsli Floa Thathpoimy

1410~

Seenrding Diselsimey —— 1410 Cusiomes Mamsy

A Rpaedy ———— 1420
feyify Domtact™ 1430
GgkBecPayment 1440

Thark the Qustomney — 1450

Company:

Aodchasy

Munher Digleg

Cmmpaigy

Eindil

sk

FIG. 14A



U.S. Patent

Oct. 13, 2015

Oy

Sheet 21 of 31

Tl Fionw Cherkpointsy:

| Variy Qostact
Auk oy Payment
Thamic tha Duslomey

1470

\\» Plense 156

appropriate
fampeage with
I SRR,

Tuasionres Naws

Company

Deit Type

Hahanine

Addrass

Mumber Diglad

Campainn

LisuDy BOUOR
"
Customey i MR

FIG. 14B

US 9,160,854 B1



U.S. Patent Oct. 13, 2015 Sheet 22 of 31 US 9,160,854 B1

-« » .
< ....................
I Verify a8 >
Contact | N
N/

1482

FIG. 14C



Sheet 23 of 31 US 9,160,854 B1

U.S. Patent Oct. 13,2015
1500
o
1510
S Define Keyword for Campaign

1520 y
S Is Keyword Defined as a Call
Flow Checkpaint?
S~ 1530

y

Define Text for Checkpoint Indicator Text

|

<l
-

1540
/ Additional Keywords ta Be
\ Defined?

Y

1550
S Select Format of Call Flow Checkpoint Widget

A

( Done )

FIG. 15




U.S. Patent Oct. 13, 2015 Sheet 24 of 31 US 9,160,854 B1

1600

\

1605

(

Retrieve Call Record

1610 L

Display Agent Desktop including Calf Flow

(

Checkpoint Widget
1620 l
L\ Originate Call

1630 l

Receive Event from RTSA System Reporting
Detection of Keyword

(

1640 b
Is Keyword defined as Call Flow Yes
Checkpoint? 1650
No T
Update Call Flow Checkpoint
Widget
Lt
>
1660 ——— ¥
No
1670 *—j

Yes
—N°< Another Event Received? > °

FIG. 16



US 9,160,854 B1

Sheet 25 of 31

L1 "Old

Sj{ed Pap.oday v 40} ofi

Oct. 13, 2015

U.S. Patent

Z# Puipiooay e 1# Buipiooay e

_ \/\ JrIA HI/\.OE
00 q 4
— cclt
92/ ,W | gelt 0021~

et olqe ] lusng djge ] 1ueAg
HEeD j0 uoiieing ifed Jo uonein(]

awl | fren jo buiuuibeg awit] jen jo buuuibag

lsynuap| ubredwen Jouap; ubredwen

Jaynuap] usby laynuep| weby



U.S. Patent Oct. 13, 2015 Sheet 26 of 31 US 9,160,854 B1

Event Table

1805 Agent: Jane Smith
Campaign: Debt Collection 1
Date: 2/5/2015
Time of Call: 10:32.5 1800

i

1 8\10/__Event ng\ Time(sec) | 8&Co&gfgnce
1830~ First Event 2.8 10
1832~ Second Event 12.5 0
1834 ™~ Third Event 45.1 20
1836 ©~ ™~ Fourth Event 1:32.3 15
1838~ Fifth Event 3:23.6 5

FIG. 18



US 9,160,854 B1

Sheet 27 of 31

Oct. 13, 2015

V6l Old
A
G9 ‘We/i6viil
)] wegeeyil
SL ‘wege/ellil
*74 WB 0L
05 we mm,\.m”ovl\\wmp
oz61— 1261
Gl we g0'srot
- feloj 8109 196pipn 1odh08 susj vey /\./
v felog C S PIA JUl /x ud ;_., S S161
y16L —' g1t — z161
pioyseiy | 91008
urd opigh — we 0gi0) | ebuey swip
G swosng jueyy g W :
G wowAked 0L 4SY ¥ | 5102 7 "ged 1eQ
0z 108100 AjlIop €
Gz EPUBAIN-UIN 2 7 L UOROBII0D 1990 :ubedwen
oL suwepsig buipiodey 'L 7 UG Suer Jueby /
81005 wey
oi6t ‘SAINIOIMOIHD G061 ‘SHILH INI43d Q061
sbuipi1ooay |1 jutodyoeys jusby mairay

U.S. Patent



US 9,160,854 B1

Sheet 28 of 31

Oct. 13, 2015

U.S. Patent

‘SINIOdMOIHD

g6l ©Old
A
g9 we LLepiil
0s wWeggey it
Gl Weggieiit
=72 , we gLkl
/{I\\\\\\\l’/
05 ‘we g8 2504 4561
74 ‘We go'syiol
sﬁa JElo | 81005 190pim Jurodyoeyd suwllf pels
1k ploysaly} 81008
Ea 002t — We 0.0t rafiuey swig
G J8lioIsny yuey ] 'g T i
g1 JueLWABY 4O} ¥SY ¥ 7 G40 ¥ "qed 7 -eea
02 Joeu0) Ajiep ¢ 7 L# UORODYOD 109 7 ubedwen
514 ERUBIIN-IUIN g
ot Jowieosiqg Buipioday 't 7 Yuwg euef 7 ueby

‘SYdLd INIZ3a

sBuipi02ay e juiodjoay) uaby mainay




US 9,160,854 B1

Sheet 29 of 31

Oct. 13, 2015

U.S. Patent

2.07 |

0L02 |

0¢ "Old

\

128pIAA 1XON

A
—

19BpIM Jotid

jmmom ﬁ/ 290¢

1802

-

,0sE

020

110 2w posde|3

G00c

M\/mrom

G102 ‘¥ "9ed :8leg

{
L# UoND8j0N 18 ubredwen

7
yuwsg auep ;jueby

(E HIAV1d ONIGH0I3IH LNIOdMIIHI Y,

/////,ooom

5202



U.S. Patent Oct. 13, 2015 Sheet 30 of 31 US 9,160,854 B1

2105 Access Page to Review Agent Checkpoint
" Recordings

!

21 10M Prompt User for Filter Values (e.g., Agent,
Campaign, Day, Time, Threshold Score)

'

Search Matching Call Recordings

'

21 20\/, Display Checkpoints Widgets for Matching
Calls and Checkpoint Indicator Text

b

2115
"]

21 25¥/ Receive Input Selecting Call or Checkpoint
2130
—] Display Pop-Up Player Window
‘4
2135 |

Start Playing Call Recording at Appropriate
Point During Call Recording

l

2140
Select Another \ Yes
Checkpoint? /

No
2145
Select Another \ Yes
Widget? /
No

FIG. 21



US 9,160,854 B1

Sheet 31 of 31

Oct. 13, 2015

U.S. Patent

¢c Ol
[4444 B0ce
eleg ajnpoyy builiodey
Loy pue uely pue iodyoey
wodwoayp
80cc

wesAg Bunetadp

L0ce

AJowapy 9jl1Bio A -UON

90¢e
Aowspy sjieion

y0ce

sjeseyduad o)

MIOMIBN 0]

S0¢ec sSng
£0ee Z07e 573
BlIo/U0D s90BuaIU|
indinoAnduy SUOHEOINWILIOD 10588001

AN

0022



US 9,160,854 B1

1
REVIEWING CALL CHECKPOINTS IN
AGENT CALL RECORDINGS IN A CONTACT
CENTER

RELATED APPLICATIONS

This application is a continuation-in-part of U.S. patent
application Ser. No. 14/621,999, filed on Feb. 13, 2015,
entitled “Checkpoint Widget For Indicating Checkpoint Sta-
tus Information To An Agent In A Contact Center,” which in
turn is a continuation-in-part of U.S. patent application Ser.
No. 14/572,957 filed on Dec. 17, 2014, entitled “Dynamic
Display of Real Time Speech Analytics Agent Alert Indica-
tions In A Contact Center.”

FIELD OF INVENTION

The field of the invention generally pertains to contact
centers, and specifically, how a call recording that is associ-
ated with various checkpoints as reflected on a checkpoint
widget can be visually and aurally reviewed.

BACKGROUND

Contact centers employ agents to interact with called par-
ties for a variety of purposes, such as debt collection, telemar-
keting, soliciting donations, or providing customer service.
For a variety of applications, there may be various state or
federal regulations governing how the interaction may occur.
In addition, the contact center may have various policies that
govern how the agent is to conduct the call. The agent is
expected to comply with the appropriate regulations and poli-
cies, but in fact, this may be difficult depending on the par-
ticular circumstances. This is because the agent may be
involved in various campaigns governed by different regula-
tions and policies. The agent may be temporarily distracted
during a call and may not recall all the applicable regulations.

For example, depending on the particular circumstances,
the agent may be required to ensure that the certain informa-
tion is provided to the remote party or respond in a certain way
when provided with information by the remote party. In the
past, one way of ensuring that the agent complied with the
applicable regulations or policies was to record the call
involving the agent. The call would then be reviewed by an
experienced agent who would identify or rank the agent’s
performance. It is not uncommon for a very small sample of
such calls involving an agent to be reviewed, i.e., perhaps a
fraction of 1% of the calls. Further, such a review may occur
days or weeks after the call was initially recorded. This
approach could only identify a deficiency in an agent’s per-
formance long after the call was completed. There may have
been hundreds of calls made by the agent before any feedback
is provided to the agent. Thus, any errors in the agent’s call
handling practice may go uncorrected for some time.

Agents may have a genuine desire to improve their perfor-
mance, but they may not be aware that they have made a
mistake. They may be distracted, nervous, or simply unaware
that they overlooked an opportunity to improve their perfor-
mance or were non-compliant in a particular circumstance.
Real-time feedback is typically more effective in modifying
human behavior, and delayed review of the agent’s perfor-
mance may serve to entrench undesirable agent habits.

One technology that can be applied to monitor and identify
an agent’s non-compliance involves the use of real-time
speech analytics. This technology can monitor and “under-
stand” the speech and the context of the speech as it occurs in
conversation between the agent and remote party. Unlike
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speech recognition, the speech is analyzed for a particular
conversation relative to a particular framework or context. In
other words, in order for the speech analysis to detect a
non-compliance condition, there must be first a framework
defined to compare the speech against. This may be compli-
cated in that the particular framework to use may depend on
various factors, and may not be deduced from the speech
itself. For example, an agent providing customer service may
respond to a called party by saying “I cannot tell you that.”
This may be an appropriate answer if the called party inquires
about the agent’s email address for personal correspondence,
but the same response may not be an appropriate answer if the
called party seeks the email address for directing a customer
complaint. Thus, analyzing the speech during a call is highly
dependent on the context in which the speech occurs. That is,
merely recognizing a word(s) may not be sufficient.

Once an agent’s performance is determined for a call, it
may be desirable to quickly review the agent’s performance
for a number of calls during a time period. In different con-
texts, this review may occur in different formats. One such
format could be visually and another format could be aurally.
Further, mechanisms need to be defined to allow easily and
quickly switching from one format to another.

Thus, systems and methods required to be defined to effec-
tively and quickly review whether an agent is compliance
with various regulations and contact center policies. A flex-
ible approach for providing both visual and aural review
methods is needed. It is with respect to these and other con-
siderations that the disclosure herein is presented.

BRIEF SUMMARY

Technologies are generally presented herein pertaining to
systems, methods, and non-transitory computer readable
media for presenting the checkpoint status during a voice call
handled by an agent in a contact center. This information may
be displayed by a checkpoint widget that comprises various
checkpoint status indicators, each corresponding to a check-
point during the call. A plurality of checkpoint widgets for a
particular agent can be logged, and subsequently retrieved for
review. Review of the checkpoint widgets may occur visually
or aurally. Aural review may occur by the user selecting a
checkpoint widget or a checkpoint indicator thereon, allow-
ing the user to aurally review a particular portion of the call
recording associated with a checkpoint.

BRIEF DESCRIPTION OF THE DRAWINGS

Reference will now be made to the accompanying draw-
ings, which are not necessarily drawn to scale, and wherein:

FIG. 1 shows one embodiment of a contact center used in
conjunction with the concepts and technologies presented
herein.

FIG. 2 illustrates one embodiment of a call involving a real
time speech analytics system capable of generating real-time
alerts that are processed by a checkpoint and alert reporting
module and stored for either real-time or subsequently dis-
play to a contact center supervisor.

FIGS. 3A-3B illustrate embodiments of process flows of
the checkpoint and alert reporting module to display real-time
speech analytics alerts.

FIG. 4 illustrates one embodiment of an agent icon that
may be displayed on a workstation.

FIG. 5 illustrates one embodiment of a display on a work-
station showing a plurality of agent icons.

FIGS. 6-7 illustrate embodiments of real-time speech ana-
Iytics alerts overlaid on an agent icon.
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FIGS. 8A-8C illustrates embodiments of a user interacting
with a real-time speech analytics alert overlaid on an agent
icon on a display.

FIG. 9 illustrates an embodiment of further information
associated with a real-time speech analytics alert.

FIGS. 10A-10C illustrate an embodiment of a floor plan
map and a real-time speech analytics alert overlaid thereupon.

FIGS. 11A-11B illustrate an embodiment of a tabular real-
time speech analytics display with a real-time speech analyt-
ics alert overlaid thereupon.

FIG. 12 is an embodiment of one embodiment of an alert
and checkpoint mapping data structure used in generating an
alert or processing event messages for updating a checkpoint
status indicator.

FIGS. 13A, 13B, 14A, 14B, and 14C illustrate various
embodiments of checkpoint widgets capable of indicating the
status of checkpoints during a call.

FIG. 15 illustrates one embodiment of a process flow for
associated specific keywords as checkpoints.

FIG. 16 illustrates one embodiment of a process flow of
processing event messages associated with a call for purposes
of updating a checkpoint widget.

FIG. 17 illustrates one embodiment of call recordings
stored in a file.

FIG. 18 illustrates one embodiment of an event table.

FIGS. 19A-19B illustrate embodiments of a graphical user
interface showing a plurality of checkpoint widgets.

FIG. 20 illustrates an embodiment of a graphical user inter-
face showing a checkpoint recording player.

FIG. 21 illustrates an embodiment of a process flow for
interacting with a user selecting a checkpoint widget.

FIG. 22 illustrates one embodiment of a processing system
for practicing the concepts and technologies disclosed herein.

DETAILED DESCRIPTION

Various embodiments for practicing the technologies dis-
closed herein are described more fully hereinafter with refer-
ence to the accompanying drawings, in which some, but not
all embodiments of the technologies are shown. Indeed, the
embodiments disclosed herein are provided so that this dis-
closure will satisty applicable legal requirements and should
not be construed as limiting or precluding other embodiments
applying the teachings and concepts disclosed herein. As will
be evident, there are a number of variations on the embodi-
ments disclosed herein, but which are based on similar con-
cepts and goals. Like numbers in the drawings refer to like
elements throughout.

GLOSSARY

The following terms are to be given the following mean-
ings in this specification, when used in the appropriate con-
text. Further, the terms defined herein are not necessarily
applicable to any parent patent application(s) from which
priority is claimed or which are incorporated by reference.
Any examples included in a definition are not intended to be
exclusive or limiting, but merely illustrative.

Alert (a.k.a. “alert indication”)—information related to a
condition detected during a call between an agent and remote
party. In most contexts herein, reference to an “alert” involves
a “RTSA alert” which is a particular form of an alert that
reports information in real-time related to a speech condition
occurring during the call. An RTS A alert is typically related to
detecting unexpected speech or failing to detect expected
speech. If reference is made to an “alert” that is not an RTSA
alert, then this will be clear from the context.
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Alert Bubble—an icon displaying a numerical value rep-
resenting the number of alerts reported during a current call
for a particular agent. Typically, the alert bubble icon is dis-
played once an alert is reported and remains displayed for the
duration of the call. The numerical value indicated by an alert
bubble may be incremented during the call if another alert is
reported.

Alert Details—information that provides additional details
about one or more alerts. This may be displayed in a message
box (“alert details box™), usually comprising only text, but
which may incorporate icons and/or colors. The Alert Details
are usually displayed in response to a user selecting a particu-
lar Alert Bubble. In such cases, the Alert Details may be
displayed until explicitly closed, or may be displayed for a set
time.

Alert Overlay—a message box, which may incorporate
various icons and different colors that indicate information
about a currently reported alert. The icons and/or colors may
be used to report a type or severity of the alert. The alert
overlay typically is displayed in a transient manner, e.g., for a
few seconds before disappearing.

Agent Icon—an icon used on a graphical user interface
comprising text information identifying an agent and possi-
bly their status, typically along with an image of that agent.
The image may be a picture, drawing, or other symbol of that
agent.

Call Handler System (“CHS” or simply “Call Handler”)—
one or more components in a contact center that processes
communications. The communications may include commu-
nications that are inbound or outbound (relative to the contact
center) and may encompass a variety of communication tech-
nologies. A call handler system frequently handles voice ori-
ented calls, but may handle other types of communications in
addition.

Call Leg—a portion of a call, typically between two pieces
of equipment. Call legs may be concatenated or joined to
form an end-to-end call between two or more individuals.
Call legs are typically bi-directional in their capability to
convey voice, but not necessarily, as a call leg may convey
voice in a unidirectional manner from one party to another,
but not in the reverse direction.

Campaign—a set of calls processed in a contact center by
acall handler in a common manner or for a common purpose.

Checkpoint—a point during a voice call that is associated
with the expected or possible occurrence of a speech event.

Checkpoint and Alert Reporting Module (“CARM”)—
code executing on a processor that receives event messages
and processes the event related data for various purposes,
including, such as, to cause alerts to be generated or updating
the status of checkpoint indicators. The CARM may only
provide checkpoint related processing functions, alert related
processing functions, or both. In addition, other functions
related to checkpoint widgets may be performed. The CARM
may also refer to the code and the processor executing the
code.

Checkpoint Occurrence—the occurrence of an expected or
possible speech event that is identified as corresponding to a
checkpoint. Not all occurring speech events are necessarily
checkpoints.

Checkpoint Indicator (a.k.a. “checkpoint status indica-
tor”’)—one or more visual elements of a checkpoint widget
representing a checkpoint of a voice call.

Checkpoint Indicator Text—text associated with a check-
point indicator on a checkpoint widget that informs the reader
of the nature of the checkpoint.
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Checkpoint Indicator Status—a particular state of a check-
point indicator, which typically reflects whether or not the
checkpoint has been detected or occurred.

Checkpoint Chronological Order—the relative order in
time when checkpoints are expected to occur during a call.
This is not necessarily the same as when the checkpoints
actually occur, since not all checkpoints may actually occur
during a call, may occur in an unexpected order, or may occur
in an order which cannot be accurately predicted. A check-
point widget may illustrate checkpoints in an explicit or
implied chronological order. Other widgets may not have an
explicit or implied chronological order of checkpoints.

Compliance Score—a numerical score allocated in con-
junction with one or more detected speech conditions that is
associated with a compliance requirement. This could be
allocated on a per-instance basis or on a cumulative basis for
a particular agent.

Event (a k.a. “speech event”)—detection by an RTSA sys-
tem of a keyword uttered in the speech, typically involving
one of an agent or remote party in a voice call. Events are
typically reported, and hence reporting an event is indicating
the occurrence of the event as detected by the RTSA system.

Event Configuration—providing information necessary
for the RTSA system to detect an event—e.g., the context for
detecting the keyword. This would include, e.g., indicating
the keywords that the RTSA is to detect and report-out as an
event message along with other configuration data. Various
labels could be defined and associated with reporting an
event, and defining such labels could be part of the event
configuration process.

Event Message—the message sent by the RTSA system
reporting detection of an event. This may also called an “alert
message” when referring to reporting a speech condition
associated with an alert. Event messages also report out
occurrence of a speech condition associated with a check-
point.

Filter Information—information used to potentially
exclude or limit some information from a larger set of infor-
mation. For example, filter information may be used to limit
selection of some checkpoint widget from a larger set, allow-
ing a user to, e.g., see only some of the checkpoint widgets
associated with a number of calls.

File Store—components or systems for storing records or
files. This could be a file server, network file storage, data-
base, redundant array of interchangeable disk systems, shared
disk systems, virtual file system, etc.

Keyword—a word, set of words, or phrase and its associ-
ated context, in which the detection thereof is reported as an
event by an RTSA system. Also called a “topic.”

NPA-NXX—A portion of a telephone number, where the
NPA represents the numbering plan area, commonly called
the area code, and the NXX represents the central office code.
The NPX-NXX was historically associated with a geographic
location, but since the NPA NXX may be associated with a
wireless number or may have been ported, the geographical
location of a particular NPA-NXX may not be readily ascer-
tained without requiring additional information.

Positivity Score—a numerical score allocated in conjunc-
tion with a detected speech condition where the score reflects
the extent of an agent’s favorable or desirable behavior (or
potentially undesirable behavior). This could be allocated on
a per-instance basis or on a cumulative basis for a particular
agent.

Real-Time Speech Analytics (“RTSA”)—the processing
of speech, in real time, to determine a context and the words
spoken. RTSA is distinguished from speech recognition,
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which only recognizes a spoken word, and does not determine
a context in which the word occurs.

Real Time Speech Analytics System (“RTSA System”)—a
speech analytics system capable of providing real-time analy-
sis of speech in a defined context. This may be employed in a
contact center to detect and report on various speech condi-
tions between an agent and a remote party that may occur
during a call.

Score—points associated with an event. The score may be
categorized for a certain type of events (e.g., positivity or
compliance related). The score may be positive or negative. A
score may be defined for events that are checkpoints separate
from events that are alerts.

Speech Condition—a condition involving the occurrence
of'speech on a call between two parties pertaining to either 1)
the detected presence of specific speech or 2) the absence of
specific speech. Typically, though not always, this involves
speech spoken by the agent. Typically, this is also associated
with a particular context, e.g., other information associated
with the speech.

Transient Alert Indication—an alert indication that is pro-
vided in a transient manner, wherein information is displayed
and then removed after a time period without any user inter-
action. The time period typically is configurable, and may
range from less than a second to the duration of the call.
Typically, the duration is set to be less than 10-30 seconds.

Tabular Manner—having a characteristic of a table format
comprising rows and columns, with each cell formed thereby
comprising text, and which may also incorporate different
colors and/or icons.

Topic—a particular instance of a speech condition that a
RTSA system is configured to detect and report. This is
reported by the RTSA system to the checkpoint and alert
reporting module via an alert message. The topic may be
identified by a name, for ease of human reference. Thus, e.g.,
“welcome greeting detected” may be the name of a topic
associated with detecting a word or phrase identified as a
welcome greeting. Also referred to as a “keyword.”

Time-line (in conjunction with a checkpoint widget)—a
visual element indicating the passage of time in a widget. A
time-line may have checkpoint indicators shown thereon.

Widget (also called “Checkpoint Widget”)—a collection
of visual elements displayed on a computer screen, which
may comprise text, icons, and symbols representing one or
more checkpoints that are indicated by corresponding check-
point indications (also called “checkpoint status indicators™)
that reflect whether the checkpoint occurred. The widget is
configurable so as to be capable of indicating which check-
points have occurred and thus may change over time.

Widget Instance—a depiction of a widget at a particular
time. The widget has the ability to indicate whether check-
points have been detected during a call and thus can change
over time. Thus representation of a widget by a diagram or
figure inherently depicts a static representation of the widget
at a specific point in time.

Workstation—a computer configured to handle agent-re-
lated contact center functions in contact center. In one
embodiment, this may be a specialized computer based com-
ponent configured to handle voice calls or process informa-
tion related to such voice calls. The workstation comprises a
display, often a computer display, and may, but not always,
comprise a telephone device.

Voice Call—communications involving human recogniz-
able speech, which may involve various forms of technolo-
gies, including conventional telephony, digitized voice,
ISDN, VoIP, etc.
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Service Concepts

Contact centers must comply with various federal and state
regulations that govern how certain types of calls may be
conducted. These regulations may provide a spectrum of
guidelines as to how certain types of calls are to be conducted.
For example, broad guidelines may prohibit an agent
involved in a debt collection call from making intimidating
statements to the debtor. On the other hand, other guidelines
may be very specific in that they require the agent involved in
a debt collection call provide certain information (e.g., make
certain statements) to the debtor, such as indicating at the
beginning of the call that the purpose of the call is to collect a
debt. Further, many contact centers have other policies, such
as prohibiting agents from using curse words, mandating a
welcome greeting, or requiring the agent to ask the party at the
end of the call whether there are any outstanding questions or
issues that need to be addressed.

Compliance with these regulations may require the agent
to convey certain information, or to refrain from making
certain statements. Usually, compliance with the regulations
requires the agent to behave in a certain manner. In various
circumstances, the agent’s behavior may depend on what the
remote party says. Obviously, a contact center cannot control
what the remote party does or does not say on a call with the
agent, and thus focuses on the agent’s conduct. Thus, depend-
ing on the context, including based on what the remote party
says, the agent is expected to provide certain information or
refrain from using certain speech. These may be broadly
referred to as “speech conditions.”

In the past, detection of undesirable speech conditions was
largely performed by humans. This may have been performed
by reviewing call recordings and manually evaluating
whether the agent complied with certain regulations. In addi-
tion, such evaluation may have been performed in real-time
by a supervisor, by using a “barge-in” or other conferencing
capability whereby the supervisor could listen to or monitor
the conversation. Regardless of whether the activity was done
in real-time or in non-real-time, the process was labor inten-
sive in that it required a knowledgeable and experienced
person to perform the evaluations. However, some of the
activity is, by its nature, menial. For example, monitoring the
speech for a curse word uttered by the agent does not require
any particular experience and can be a tedious exercise. Fur-
ther, it could be often overlooked, since not all calls were
recorded and reviewed.

Speech analytics systems (“SAS”) are now able to detect
programmed speech conditions, and more recently, can per-
form this in real-time. Thus, a real-time speech analytics
system (“RTSA system”) is an effective labor-saving tech-
nology that can provide real-time analysis of many conversa-
tions of agents in a contact center on a non-stop basis. RTSA
is more sophisticated than mere speech recognition, in that it
allows more sophisticated contexts to be defined. For
example, it can detect when an agent responds inappropri-
ately to a certain question posed by the remote party, as
opposed to merely recognizing a particular word or phrase.

For example, it may be possible to detect using speech
recognition when the agent states the words “I can’t tell you.”
However, detecting this speech by itself may not be very
useful. This may be a valid answer if the agent is asked by the
remote party for confidential information, e.g., his annual
salary or home address. On the other hand, if the party is
asking the agent for the party’s current balance or due date for
the next payment, such an answer is inappropriate. Speech
analytics can detect the context of the speech and apply rules
for generating an alert, which mere speech recognition sys-
tems cannot.
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Thus, SAS (e.g., an RTSA system which is a system that
can perform real time speech analytics) can alleviate the need
for a supervisor or similar person to analyze each call serially.
Obviously, requiring a supervisor to monitor each call limits
the number of calls from agents that can be monitored. Thus,
using an RTSA system makes it now possible for all calls of
all agents to be continuously monitored for compliance and
other aspects.

This raises an issue of how a supervisor is expected to
analyze the results from a RTSA system. There are a number
of'speech conditions that may be detected during a call, and it
may be quite burdensome and overwhelming for a supervisor
to be able to review the results from all calls, especially if the
results are provided non-stop in real-time. For example, a
contact center may have dozens or hundreds of agents that are
making a number of calls. Providing real-time results of each
speech condition detected could easily overwhelm a supervi-
sor.

The results from the RTSA system that are provided to a
supervisor may be referred to as “alerts” or more specifically,
“RTSA alerts.” RTSA alerts report detection of a particular
speech condition. Usually, the alert relates to speech from the
agent, not from the remote party. However, the speech con-
dition reported with respect to the agent may be based on a
context that takes into account speech from the remote party.
For example, once an agent engaged in a debt collection call
is informed by the debtor that they are represented by a
lawyer, any further attempts by the agent to collect the debt
should cease. Thus, detecting an attempt to collect a debtis a
concern only ifthe party has informed the agent that they have
retained a lawyer. Consequently, reporting this speech con-
dition relates to the agent, but the context involves speech
from both the remote party and the agent.

The alert may report a negative or undesirable speech con-
dition, which may be a violation of a policy or regulation. In
addition, the alert may report a positive or desirable speech
condition, which may reflect that the agent is in conformance
with a policy or regulation. Thus, the supervisor reviewing
alerts may receive either positive or negative alerts. These
may be used in evaluating the performance of an agent. Typi-
cally, these are compiled into a numerical value, called a
“score” of some type (e.g., a “compliance score”™).

Supervisors reviewing such alerts may require various
types of information in order to quickly assess a RTSA alert.
For example, since supervisors may be receiving or reviewing
alerts in real-time, they may find it beneficial that the alerts are
formatted so they can quickly evaluate whether a particular
alert is a positive or negative alert. A negative alert may
represent a compliance violation and depending on the con-
text, may require immediate intervention by the supervisor. A
quick and easy method of distinguishing between a positive
and negative alert is by color code on the alert indication. An
alert indication may be associated with one color for positive
alerts, such as green, and another color for negative alerts,
such as red. Other colors may be used to reflect other catego-
ries. Ascertaining the color of a visual indication can be done
very quickly and easily, and much quicker than having to
read, e.g., text.

Further, a visual indication of the severity of the alert is
useful. This allows the supervisor to focus their attention on
the severe versus minor violations. Again, this can be
reflected by different color shades or hues used on the alert
indication. Thus, a dark red could be interpreted as more
severe than a light red. In another embodiment, an icon may
be included in the alert to indicate a severity. This may involve
various levels of colors, line thicknesses, shapes, or sizes.
Thus, a small exclamation point (“!”’) may represent one level
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of severity, and a greater severity level may be reflected by
e.g., a larger font, different color, or by concatenating two
such marks (e.g., “!!”). In addition, in other embodiments, a
sound level may optionally be used to indicate a severity. This
may involve different sounds or different levels of the same
sound. Sounds may be defined to merely attract attention
(e.g., awhistle or chirp), convey urgency or a warning (e.g., a
claxon sound), or some other characteristic.

The alert itself may also include text-based information to
provide additional details. Text-based information obviously
requires the intended recipient (usually the contact center
supervisor or manager) to read and understand the informa-
tion in order to evaluate its significance. Thus, text-based
information may be used by a supervisor to augment the
color/icon information if they so desire. In other words, the
supervisor may select a particular alert based on the color or
severity and then further click on an icon to be presented with
the associated text.

In addition, the supervisor needs to be able to quickly
review current alert information, past (historical) alert infor-
mation, as well as trends. This allows the supervisor to
quickly evaluate whether a problem is transient, ongoing, or
developing into a worse situation. This must be provided with
minimal interaction and distraction with the supervisor, given
the potentially large number of alerts that may be received.

While alerts provide particular information related to a call
to a supervisor or agent, the depiction of events that have
occurred may also be presented to a supervisor or agent via a
checkpoint widget (or simply “widget”). The widget depicts
the occurrence of certain events that have been designated as
“checkpoints”. A checkpoint reflects is an event (e.g., the
detection of a potential particular speech related occurrence)
that has been labeled as a checkpoint, typically reflecting its
importance in some way. By defining certain keywords as
checkpoints, this allows a filter to be defined that can distin-
guish some events from others (e.g., non-checkpoint events
from event checkpoints). As checkpoints are detected during
a call, checkpoint indicators on the widget that is displayed
are modified to reflect the occurrence of the corresponding
keyword. The checkpoint widget provides a very easy-to-
understand indication of the status of a call with respect to
which checkpoints have occurred. The call status may thus be
ascertained faster and easier than reviewing the alert history
for a given agent.

In one respect, one difference between alerts and check-
points is that both may be reported via an event message, but
one is designated as a checkpoint. In another respect, an alert
is geared more towards providing an instantaneous indication
of'a condition of a call, whereas checkpoints provide more of
an overall call-related indication. However, it is possible to
see a number of alerts that have occurred on a call, but the
checkpoint widget usually shows the checkpoints for the
duration of the call. The checkpoint widget is frequently less
obtrusive, as it may have a dedicated portion in the screen
where it is presented. Frequently, though not necessarily, the
alert is overlaid on another visual element. Finally, alerts
frequently are used to report undesirable events, where
checkpoints are typically used to report positive, expected
events during a call. Thus, the presence of an alert is often
viewed as negative, whereas the presence of a checkpoint is
often viewed as positive. Further, checkpoints, because they
reflect the expected occurrence of events, may have an
expected chronological order. In contrast, alerts may not have
an expected chronological order. It should noted that in vari-
ous embodiments, not all of these generalizations will always
be present. For example, it is possible that failure to detect an
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event will cause both an alert to be generated and cause a
change in a checkpoint status indicator to occur.

Merely indicating when a certain event occurred during a
call does not reflect a checkpoint. This is because, in part,
knowing whether an event occurs during a call cannot be
ascertained until after that particular checkpoint has
occurred. Thus, indicating when a certain event has occurred
is different from indicating events that are expected or may
occur during a call. In the latter case, these can defined before
a call occurs, whereas indicating events that have occurred
cannot be indicated before the call occurs. Thus, checkpoints
should not be confused with technologies that merely visually
indicate what speech has been detected during a call as
opposed to indicating speech that is expected or which may
occur.

Associating an Alert With An Agent

Associating a given alert to a given agent is necessary for
various reasons. If there is a negative speech condition
detected and reported, the supervisor requires knowledge of
which agent was involved, not that there simply was a nega-
tive alert reported from among a set of agents. There may be,
e.g., a hundred agents and providing corrective action for an
agent obviously requires knowing which agent was involved.
The indication to a user of the association of an agent with an
alert can occur in various ways. Two main ways include:
tabular and graphical.

First, it is important to distinguish that the tabular format
for reporting alerts is not the same as table-based reports.
Reports are well known in contact centers and provide tables
of various statistics for agents, which can be organized in
different ways. However, the information is presented as a
static summary. Frequently, such reports convey information
in a non-interactive, non-real time format, which requires
presenting all available information on the table, and if not
presented, the information is not readily available. Thus, a
conventional report format makes it difficult to provide the
various levels of detail which may or may not be required
depending on the circumstances.

In contrast, alert indications are dynamically presented in
real-time according to the concepts and technologies pre-
sented herein. Thus, the tabular format is not the same as a
table—based report. In the tabular format, each alert is indi-
cated in a column on a table with the name of the agent (or
functional equivalent identifier) indicated in a corresponding
column. Thus, one format may list the alert in a row in the
table along with the agent’s name in another column in that
row. The use of such tabular reports is well known in contact
centers, but such information is typically not real-time sum-
maries of information. The tabular format, as with the graphi-
cal format, may provide real-time information, and may allow
the ability to “drill-down” and obtain further detailed infor-
mation. Thus, the tabular format is more like an interactive
dashboard. This is not possible in a static report.

A graphical form is well suited for quick association of an
alert to an agent by the supervisor. Thus, the graphical form is
well adapted to real-time indications and evaluations. This
can be done by associating an alert to a map of a particular
work location of the agent and/or including a pictorial image
or icon of the agent. One embodiment involves a work loca-
tion map, typically referred to as a “floor plan map.” This may
represent a floor diagram of the contact center. The floor plan
map is typically applicable to contact centers that maintain a
physical presence (as opposed to contact centers that support
work-at-home or virtual agents). In a floor plan map, a layout
of'the various agent positions is shown, and a particular agent
may be identified by highlighting or otherwise identifying a



US 9,160,854 B1

11

particular location on the floor plan map. Typically, the loca-
tion is associated with their workspace or cubicle location.

The other graphical approach involves a series of agent
icons, which represent an agent. Each agent may have a
picture or other icon associated with their image, along with
their name, for quick identification. A series of agent icons
may be presented in a grid or a matrix of rows and columns,
which allows easy identification of a particular agent. These
can be grouped in various ways, including: alphabetically by
name, by workgroup, location, experience, skill set, experi-
ence, etc.

The alert may contain the appropriate text and icon infor-
mation such that the supervisor can identify the nature of the
alert quickly and identify the agent that the alert is associated
with by the relative positioning of the alert indication. In
either the tabular or graphical form, the RTSA alert may be
overlaid on the tabular icon, floor plan map, or over the
appropriate agent icon or position to identify the agent
involved. The alert is positioned to be approximate to the
appropriate graphical image associated with the agent. This
may be accomplished by overlaying the alert on a portion of
the graphical image or the surrounding space associated that
graphical image. Other embodiments may use a pointer or
other graphical indicator to link the alert to the appropriate
agent. In various embodiments, the name and/or image of the
corresponding agent may be shown.

Typically, the alert indication is displayed in a transient
manner. That is, the alert indication is displayed for a limited
amount of time. If the alert indication was permanently dis-
played, there would eventually be a number of alert indica-
tions that would cover the display screen and could interfere
with reviewing the information. This would make it very
difficult to ascertain which alert indications were current,
recent, or important. In other embodiments, the alerts could
be configured to be placed on top of one another, with a slight
offset. While this minimizes the space taken up, it eventually
does increase the area of the displayed consumed.

In various embodiments, an alert count is maintained on
the tabular, floor plan or agent icon showing a cumulative
number of alerts received. This allows the supervisor to
review which agents are incurring alerts, which allows the
supervisor to evaluate conditions even if they do not witness
the transient alert indication.

Contact Center Overview—FIGS. 1 & 2

Exemplary Call Center Architecture

FIG. 1 illustrates one embodiment of a call center archi-
tecture 100 that may be used in accordance with the various
technologies disclosed herein. The call center shown in FIG.
1 may process voice calls that are inbound-only, outbound-
only, or a combination of both (sometimes referred to as a
“blended” call center). Although many aspects of call center
operation are disclosed in the context of voice calls, in various
embodiments, the call center may process other forms of
communication such as, for example, facsimiles, emails, text
messages, video calls, and chat messages. That is, the call
center may be considered a contact center. Thus, although a
contact center has been referenced above, for the purposes of
the remainder of this disclosure, the term “call center” is used
throughout, although it is understood that the two are synony-
mous to the extent that they both handle voice calls.

Since the call center may handle calls originating from a
calling party, or initiated to a called party, the term “party,”
without any further qualification, refers to a person associated
with a call processed by the call center, where the call is either
received from or placed to the party. The term “calling party,”
ifused, will generally refer to a party communicating with the
call center, but in many cases this usage is exemplary. Thus,
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use of the term “calling party” is not intended to limit the
concepts to only inbound calls or voice calls, unless the con-
text dictates such. Reference to the term “remote party”
encompasses either a calling or called party.

Depending on the embodiment, inbound voice calls may
originate from calling parties using a variety of different
phone types. For instance, a calling party may originate a call
from a conventional analog telephone 102 connected to a
public switched telephone network (“PSTN”) 115 using an
analog plain old telephone service (“POTS”) line 116a. The
calls may be routed by the PSTN 115 and may comprise
various types of facilities 1164, including, but not limited to:
T1 trunks, SONET based fiber optic networks, ATM net-
works, etc. Various types of routers, switches, bridges, gate-
ways, and other types of equipment may be involved in the
processing of the calls.

Inbound voice calls may also originate from a mobile
phone device 109, such as a smart phone, tablet, or other
mobile device, which wirelessly communicates with amobile
service provider (“MSP”) 112. The voice calls may be routed
to the PSTN 115 using an integrated services digital network
(“ISDN™) interface 1164 or other types of interfaces that are
well known to those skilled in the art. In particular embodi-
ments, the MSP 112 may also route calls as packetized voice,
referred to herein as voice-over-IP (“VoIP”) to an Internet
provider 1235 using Internet-based protocols. For conve-
nience, unless indicated otherwise, the term “trunk” refers to
any type of facility 116¢, 1164, or 116e providing voice calls
to, or from, the call center, regardless of the type of protocol
or technology used. Specifically, a “trunk™ is not limited to
time-division multiplexing (“TDM”) technology.

Inbound voice calls may also originate from a calling party
employing a so-called “IP phone,” “VoIP phone,” or “soft
phone” 103. In one embodiment, this device may comprise a
computing device 105, such as a laptop, computing tablet, or
other electronic device, which interfaces with a headphone/
microphone combination, also referred to as a “headset” 106.
An IP phone may use a digital voice control protocol and may
process packetized voice data according to various Internet
based voice protocols, such as session initiated protocol
(“SIP”). The call may be conveyed by other types of Internet
providers 123a, such as a cable company providing Internet
access services over a coaxial cable facility 116e. Those
skilled in the art will recognize that a variety of protocols and
facilities may be used to convey voice calls.

The term “telephone call” as used herein is generally syn-
onymous with a “voice call” unless indicated otherwise. Fur-
ther, the term “telephone call” may encompass a voice call
using any form of currently available technology and/or origi-
nating from any type of device, such as a soft phone 103, a
conventional telephone 102, a mobile phone 109, or other
device known in the art. The term “call” as used herein may
encompass an active instance of two-way communication, an
attempt to establish two-way communication, or a portion of
the two-way communication. For example, a user at a con-
ventional telephone 102 can dial a telephone call in an attempt
to establish two-way communication, and a call can be said to
exist even prior to establishment of a two-way connection.

Inanother example, a call may be put on hold, and a portion
of'the call may be referred to as a “call leg” existing between
the caller and certain equipment, or between two pieces of
equipment. A call may comprise a number of concatenated or
joined call legs, which may involve various components at
their end-points, as known to those skilled in the art. A call leg
may also be unidirectional or bidirectional with respect to the
ability to convey speech. In certain contexts, which will be
made explicit, the call may encompass communications other
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than voice, for example, text, email, video chat, facsimile, etc.
Unless stated otherwise, a call is a voice call.

In various embodiments, inbound calls from calling parties
to the call center may be received at a call handler 110, which
could be, in one embodiment, an automatic call distributor
(“ACD”). In particular embodiments, the call handler 110
may be a specialized switch for receiving and routing inbound
calls under various conditions. Further, the call handler 110
may be embodied as a dedicated form of equipment readily
available from various manufacturers, or the call handler 110
may be a so-called “soft switch” comprising a suitable pro-
gramming module executed by a processing device to per-
form the necessary functions. The call handler 110 may route
an incoming call over call center facilities 165 to an available
agent. Depending on the embodiment, the facilities 165 may
be any suitable technology for conveying the call, including
but not limited to a local area network (“LAN™), wide area
network (“WAN”), ISDN, or conventional TDM circuits. In
addition, the facilities 165 may be the same or different from
the facilities used to transport the call to the call handler 110.

In various embodiments, calls may be routed over facilities
165 to an agent for servicing. That is, for example, the party
may speak with an agent to receive customer service. The
physical area at which the agent sits is often referred to as an
agent “position” and these positions are often grouped into
clusters managed by a supervisor, who may monitor calls and
the agents’ productivity. An agent typically uses a specially
configured computing device 160a-160c¢, such as a computer,
and a voice device 161a-161c¢ that is adapted for various
contact center functions associated with processing commu-
nications. The combination of computing device 160a-160c
and voice device 161a-161c may be referred to as a “work-
station.” Thus, for these particular embodiments, the work-
station collectively has a data capability and a voice capabil-
ity, although separate devices may be used. In some instances,
“workstation” may be used in reference to either the data or
voice capability atthe agent’s position. For example, “routing
the call to the agent’s workstation” means routing a call to one
of'the voice devices 161a-161c at the agent’s position. Simi-
larly, “routing the call to the agent” means routing a call to the
appropriate equipment at an agent’s position. The worksta-
tion typically has a display, which may be provided via a
computer display. This is used to convey information to the
agent about the calls, and the agent may interact with the call
handler using a mouse or other pointing device with the
display.

In particular embodiments, the voice device 161a-161c
used by an agent may be a soft phone device exemplified by
a headset 161a connected to the computer 160a. The soft
phone device may be a virtual telephone implemented in part
by an application program executing on the computer 160a.
Further, the phone may also comprise an Internet Protocol
(“IP”) based headset 1615 or a conventional phone 161¢. Use
of'the term “phone” is intended to encompass all these types
of'voice devices used by an agent, unless indicated otherwise.

Agents typically log onto their workstations prior to han-
dling calls. The workstation may also communicate this to the
call handler. This allows the call center (including the call
handler) to know which agents are available for handling
calls. In particular embodiments, the call handler 110 may
also maintain data of an agent’s skill level that may be used to
route a specific call to the agent or group of agents having the
same skill level. In particular instances, if a suitable agent is
not available to handle a call, the call handler 110 may queue
the call for the next available agent. As can be expected,
various algorithms may be employed to process calls in an
efficient manner.
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In various embodiments, two types of signaling informa-
tion may be provided with an inbound call that may be used by
the call handler 110 in processing the call. The first type of
signaling information indicates the telephone number dialed
by the calling party, and is frequently referred to as “DNIS,”
derived from the Dialed Number Identification Service asso-
ciated with this capability. For example, in particular
instances, a call center may provide various services, such as
sales, customer service, technical support, etc., each of which
may be associated with a different telephone number (e.g.,
multiple toll free “800” numbers). In these instances, the call
handler 110 may use the DNIS to determine the purpose of the
call, and potentially identify a group of agents having the
appropriate skill level to handle the call. Thus, in various
embodiments, the call handler 110 may prioritize and route
calls to an agent based on the required skill level. Skills-based
routing may be a rule-based set of instructions that the call
handler 110 uses to handle calls. Depending on the embodi-
ment, skills-based routing may be implemented by the call
handler 110, or by the call handler 110 interacting with a
computer-telephone integrated (“CTI”) server (not shown).

The second type of signaling information that may be
provided with an inbound call is the calling telephone num-
ber, often referred to as automatic number identification or
“ANI.” In particular embodiments, the call handler 110 and/or
CTI server may use the ANI of an incoming call to retrieve
caller information from a data store 175 and provide the data
to an agent’s workstation computer 160a-160c over facilities
168 along with routing the call to the agent’s workstation
phone 161a-161c. Further, in particular embodiments, the
ANI may also be used to ascertain a party’s status (e.g., a
“Gold Level” customer warranting premium service), deter-
mine whether consent has been received by a party for par-
ticular services or actions, and/or to facilitate the call handler
110 routing the call to a select group of agents. Depending on
the embodiment, the data store 175 may include one or more
databases storing different information such as, for example,
records of caller information. Further, the data store 175 may
be integrated with the call handler 110 or segregated as a
standalone medium or media.

In various embodiments, the call handler 110 may place a
call (either an inbound or outbound call) ina queue if there are
no suitable agents available, and/or it may route the call to an
interactive voice response system (e.g., server) (“IVR”) (not
shown) to play voice prompts. In particular embodiments,
these prompts may be defined to be in a menu type structure
and the IVR may collect and analyze responses from the party
in the form of dual-tone multiple frequency (“DMTE”) tones
and/or speech. In addition, the IVR may be used to further
identify the purpose of the call, such as, for example, prompt-
ing the party to enter account information or otherwise obtain
information used to service the call. Further, in particular
embodiments, the IVR may interact with other components,
such as the CTI server or the data store 175, to retrieve or
provide information for processing the call. In other configu-
rations, the IVR may be used to only provide announcements.

Depending on the embodiment, the interaction between the
various components shown may involve using a local area
network (“LAN”) 170. However, other configurations are
possible, such as, but not limited to, using a wide area net-
work, wireless network, router, bridge, direct point-to-point
links, etc. Thus, in lieu of facility 165 for conveying audio to
the agents, the facilities associated with the LAN 170 may be
used.

In particular embodiments, when an agent is interacting
with a called or calling party, the agent may use his worksta-
tion computer 160a-160c¢ to further interact with other enter-
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prise computing systems, such as, for example, a customer
relationship management (“CRM”) server (not shown). A
CRM server may be used to integrate information from vari-
ous enterprise business systems to facilitate the agent servic-
ing the call. In addition, the CRM server may provide a
variety of applications.

In addition to receiving inbound communications, includ-
ing, for example, voice calls, emails, text messages, and fac-
similes, the call center may also originate communications to
a called party, referred to herein as “outbound” communica-
tions. In some embodiments, the call handler 110 may be a
dialer, such as a predictive dialer, that originates outbound
calls at a rate designed to meet various criteria. The predictive
dialer may then connect an agent at a workstation with the
outbound call via a call leg after the remote party answers.
Similar to the other components within the call center archi-
tecture 100, depending on the embodiment, the dialer may
comprise one or more software modules executing on a pro-
cessing device hardware platform.

In various embodiments, the call handler 110 is typically
configured to dial a list of telephone numbers to initiate out-
bound calls. Thus, in some embodiments, the call handler 110
may include functionality for originating calls, and if so, this
functionality may be embodied as a private automatic branch
exchange (“PBX” or “PABX”). Further, in other embodi-
ments, the call handler 110 may directly interface with voice
trunks using facilities 116¢, 1164, 116¢ to the PSTN 115
and/or Internet providers 123a, 1235 for originating calls.
After the calls are originated, a transfer operation by the call
handler 110 may connect the call with an agent or a queue, or
in some instances the IVR. In various embodiments, the call
handler 110 may make use of one or more algorithms to
determine how and when to dial a list of numbers so as to
minimize the likelihood of a called party being placed in a
queue while maintaining target agent utilization.

Also shown is a Speech Analytics System (“SAS”) which
may be a real-time speech analytics (“RTSA”) system 120.
This typically monitors the speech during a call, and is able to
monitor both the agent’s and the remote party’s speech. This
is typically accomplished by using a conference bridge or
similar function in the call handler 110, with a conference call
leg to the RTSA system 120, although the RTSA system only
listens to the speech, and does not interject any speech into the
conference bridge. The conference call leg to the RTSA sys-
tem may be unidirectional. The RTSA system typically inter-
faces with the LAN 170 to communicate with other compo-
nents, including the call handler 110 and a checkpoint and
alert reporting module 180.

The RTSA system is configured to detect certain speech
conditions in certain contexts. These speech conditions
detected are also known as “topics™ or “keywords” since it
refers to speech in a particular context. Thus, the RTSA
system can be configured to detect an agent’s response to a
particular question asked by the remote party, or ensure that
the agent properly introduced themselves at the beginning of
the call. The RTSA system can be configured to detect each
speech condition and report its detection

The messages generated by the RTSA system may be
referred to as “event messages” and may convey information
for an alert or a checkpoint, or both. The event messages are
received by the checkpoint and alert reporting module, which
in turn may be configured to generate other messages for
causing alerts or checkpoint widgets to be displayed. The
event messages may also be referred to as an “alert message”
when the context refers to an event message that conveys
information corresponding to an alert. The event message
may also convey information that corresponds to a check-
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point status update. This type of event message could also be
referred to as a “checkpoint message”, but in most cases
hereafter it will simply be referred to as an event message.
Thus, without further qualification, an “event message” may
refer to conveying information associated with either a check-
point widget or alert, whereas an “alert message” is used to
refer to a particular form of event message associated with an
alert. Note that this distinction may not be absolute, since
some event messages can convey information for an alert that
is also defined as a checkpoint.

The topics detected by the RTSA system are typically
associated with a name for administrative convenience. As
noted earlier, the RTS A system can be configured to detect the
agent providing a greeting at the beginning of a call. This
topic could be given the name of “welcome.” Thus, the “wel-
come topic” relates to detecting the agent’s greeting. Simi-
larly, a “closing topic” could detect a particular closing
speech condition. Thus, the names provide an easy reference
to a particular speech condition that the RTS A is configured to
detect. In situations where the topic or keyword detected is
associated with a checkpoint, the name may also correlate to
text that is displayed with the checkpoint. However, it is
possible the name and the text may be slightly different.

The RTSA system 120 reports each detected topic to the
checkpoint and alert reporting module 180 (‘CARM”). Inone
embodiment, the CARM may comprise a processor and asso-
ciated computer instructions, and may reside in the call han-
dler, the RTSA system, or a separate dedicated processing
system. The CARM, in turn, is configured to inform an agent
and/or administrator, often at a supervisor’s computer 157 or
an agent’s computer 160, although other processing devices
may be involved (e.g., tablets, smart phones 215, etc.). In one
embodiment, the CARM processes the alert and/or event
message from the RTSA system and generates the appropri-
ate indication to the administrator. As will be seen, the CARM
may map an alert message to a variety of alert indication
formats, depending on various criteria. Further, the CARM
may also process an event message that results in presenting
and updating a checkpoint widget to the agent and/or super-
visor.

Although a number of the above components may be
referred to as a “server,” each may be also referred to in the art
as a “computing device,” “unit” or “system.” A server may
incorporate a local data store and/or interface with an external
data store. Use of the word “server” does not require the
component to interact in a client-server arrangement with
other components, although that may be the case. Further, the
above components may be located remotely from (or co-
located with) other components. Furthermore, one or more of
the components may be implemented on a single processing
device to perform the functions described herein. For
example, in various embodiments, one or more functional-
ities of the call handler 110 or other component may be
combined into a single hardware platform executing one or
more software modules. In addition, the call center architec-
ture 100 may be provided as a hosted solution, where the call
processing functionality is provided as a communication ser-
vice (a so-called “communication-as-a-service” or “CaaS”)
to a call center operator. Thus, there is no requirement that the
servers identified above actually be located or controlled by a
call center operator.

In addition, depending on the embodiment, the agent posi-
tions may be co-located in a single physical call center or
multiple physical call centers. The agents may be remotely
located from the other components of the call center, and may
also be remotely located from each other, sometimes referred
to as a “virtual call center.” In particular instances, a virtual
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call center may describe a scenario in which agents work at
home, using their own computers and telephones as worksta-
tions. In some configurations, a single physical location of the
call center may not be readily identifiable. For instance, this
may occur when the call processing functions are provided as
a service in a hosted cloud computing environment and the
agents positions are in their individual residences. It is even
possible for the supervisor to be remotely located (e.g., work
athome), and such an arrangement does not negate the exist-
ence of the call center.

Those skilled in art will recognize FIG. 1 represents one
possible configuration of a call center architecture 100, and
that variations are possible with respect to the protocols,
facilities, components, technologies, and equipment used.
For example, various algorithms and queuing arrangements
may be defined to efficiently process and/or place calls.

Turning nextto FIG. 2, additional detail is provided regard-
ing how a particular call is analyzed by the RTSA system and
interacts with the other components. In this illustration, a
three-way call is established and shown as a dotted line. One
callleg 220a of'the three-way call involves the telephone 102
of the remote party, which is connected through the PSTN
115 to the call handler 110. The call handler 110 eftectively
provides a conference capability, illustrated as a three-way
bridge 225, although a variety of technologies can be used to
provide such functionality, or similar functionality of joining
call legs together. Another call leg 2205 is established to the
computer 160a of an agent, so that the agent and remote party
can converse. Finally, the call handler 110 also establishes a
third call leg 220c¢ to the RTSA 120. This allows the RTSA to
listen and monitor the speech between the agent and remote
party. Unlike a conventional three-way call, the RTSA may
not be able to interject speech into the conference, or if the
bridge does allow it, the RTSA typically does not provide
speech into the conference. Consequently, the call leg 220c¢ to
the RTSA may be either bi-directional or unidirectional.

Additionally, there may be a fourth call leg 223 from the
call handler 120 to the file store 190. The file store may take
a variety of forms, such as a file server, network file store,
virtual file store, database, redundant array of interchange-
able disks, archival storage, etc. The file store maintains stor-
age of the speech of the call. As will be discussed later, the file
store may store this information for a variety of formats, and
allows selective retrieval of audio from an indicated call.

The RTSA system 120 is configured to recognize the pres-
ence or absence of certain keywords, which may be individual
words or sets of words, including phrases. Thus, the RTSA
may send an event message based on the real-time detected
speech (or lack thereof) detected in a certain context. This
event message is received by the CARM 180, which may
process the message into an alert or potentially as an update to
a checkpoint widget. In the context used herein, an “alert” (by
itself, without qualifying the word “message”) is information
designed to ultimately inform a person with minimal process-
ing, whereas an “alert message” refers to an event message
conveying information designed to be further processed by a
module for an alert. Thus, the RTSA system 120 provides
event messages, typically in a particular format, to the CARM
180, which then may provide suitable alerts in a desirable
form effective for human processing or may provide updates
to the checkpoint widget. The CARM 180 may also store alert
or checkpoint information as a form of meta-data in a check-
point and alert data database 275.

The CARM may also provide the meta-data related to the
call to the file store 190 via signaling 235. For example, for
each call stored in the file store 190, the CARM may provide
meta-data relating to timing information of checkpoints that
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occurred during the call. The timing information, as will be
seen, may be defined in various formats. One format may be
an offset time from the beginning of each call for each check-
point. For example, the meta-data may have an offset time #1
for the first checkpoint, an offset time #2 for the second
checkpoint, etc. The file store 190 may store this information
in association with the call recording, so that the call record-
ing and the meta-data can be retrieved at a later time for
reviewing the checkpoint widget.

The CARM processes the event message received from the
RTSA system via signaling link 234 in order to provide a
more useful and effective form of the information via an alert
notification or checkpoint widget to the appropriate person-
nel, such as to the supervisor via signaling link 236 or to the
agent via signaling link 233. To accomplish this, the CARM
may interface with a LAN 170 for sending particular infor-
mation to display devices over these signaling links. For
example, the CARM 180 may send RTSA alerts or update a
checkpoint widget for display on a supervisor’s workstation
157, which the supervisor 210 views. In other embodiments,
the CARM may send the RTSA alerts or checkpoint widgets
to amobile device, such as to a tablet which may have a Wi-Fi
interface. Other devices, such as smart phone 215 may be
used by the supervisor. In other embodiments, the CARM
may send the checkpoint widget to the agent’s computer 160a
via link 233 and/or to the supervisor’s computer 157 via link
236.

Some of the functions performed by the CARM include:

Authorization and Security: administrators may log into
the CARM to configure how the alerts and checkpoint
widget updates are sent, to whom they are sent, how
certain conditions are manifested in the alerts, etc. The
authorization and security may be based on conventional
user identification and password credentials.

Mapping of event messages. The event message received
from the RTSA system needs to be mapped to an alert or
checkpoint widget, or both. As will be seen, various
conditions may be reported in a RTSA event message
and each can be mapped to particular graphical ele-
ments, such as icons, images, colors, and even sounds.
This mapping may be defined or modified by editing
various settings, which provide flexibility as to how
RTSA alerts/checkpoint widget updates may be defined.
In one embodiment, a mapping table may be used to
define the mapping of an RTSA message to an alert
indication for a user or for updating a checkpoint status
indicator on a widget.

Individuals Receiving Notifications. The CARM is config-
ured to provide alerts/checkup widget updates to certain
devices/individuals. These may be based on the type of
alert of widget update. For example, all alerts/widget
updates may be provided to one device, agent, or super-
visor, whereas other select alerts may also be provided to
another device, agent, or supervisor. This allows more
serious speech conditions to be detected and reported as
desired within the contact center. For example, certain
RTSA messages may be sent as SMS texts to a smart
phone of a team leader as well as the contact center
supervisor.

Device Configuration Information. The CARM may also
have configuration information as to how information is
to be presented on different devices or individuals. For
example, information may be configured for display on
a computer using a conventional web browser or display
on a smart phone using a mobile browser. A supervisor
may desire to receive certain types of alerts/widget
updates as SMS texts messages, but this requires struc-
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turing the text for 160 characters (the size of the SMS
text). In other embodiments, alerts/widget updates may
be sent to a paging system, voice announcement system,
etc.

Checkpoint and Alert Reporting Module Process Flow

Various embodiments of the concepts are reflected in the
process flows contained in the figures. The logical operations
described herein may be implemented (1) as a sequence of
computer implemented acts or one or more program modules
running on a computing system and/or (2) as interconnected
machine logic circuits or circuit modules within the comput-
ing system. The implementation is a matter of choice depen-
dent on the performance and other requirements of the com-
puting system. Accordingly, the logical operations described
herein are referred to variously as states, operations, struc-
tural devices, acts, or modules. These operations, structural
devices, acts, and modules may be implemented in software,
in firmware, in special purpose digital logic, and any combi-
nation thereof. Greater or fewer operations may be performed
than shown in the figures and described herein. These opera-
tions may also be performed in a different order than those
described herein.

The following discussion (e.g., for FIGS. 3A-12) largely
focuses on the processing of alerts, though many of the con-
cepts may be applicable to the processing of checkpoint wid-
gets. The discussion thereafter (e.g., for FIGS. 13-21) largely
focuses on the processing of checkpoint widgets, though
many of the concepts may be applicable to the processing of
alerts. The discussion for FIG. 22 applies to both alerts and
checkpoint widgets.

The CARM receives the RTSA system alert messages from
the RTSA system and processes this information in order to
generate the alerts intended for human consumption. A high
level process flow 300 is shown in FIG. 3A. The process flow
300 begins with receiving the alert message (i.e., event mes-
sage) from the RTSA system in operation 305. This could be
conveyed on a direct link, or by using a LAN as shown in FIG.
1. The message can be provided using a variety of formats,
and the content is processed by the CARM. Typically the
message provides information about the RTSA topic or key-
word that was detected, also referred to as the “speech con-
dition.” This typically includes context information such as
the time of the detection of the speech condition, an identifier
of'the particular call, and in some embodiments, information
identifying whether it was the agent or remote party. Depend-
ing on how the RTSA topic is defined, additional information
may also reflect whether a topic (e.g., keyword) was detected
during a call or its absence was noted during a call. In various
embodiments, the event message may not convey information
as to the severity, impact, or individuals to be notified, though
it could be indicated in the event message. As can be appre-
ciated, the exact information conveyed in the event message
conveying alert information may vary in different embodi-
ments. Typically, the information at least identifies the speech
condition detected on a specific call.

Next, the CARM retrieves a current alert counter for that
active call for that agent in operation 310. This counter
reflects the current cumulative number of alerts received for
that call and the counter is incremented in operation 315. This
count may be also stored in the agent’s alert count in a data-
base previously identified, so that cumulative statistics may
be maintained for the agent. In some embodiments, cumula-
tive counts for the number of alerts received during a call for
an agent are maintained, and may also be cumulatively main-
tained for the shift of the agent and/or for an extended time
period (e.g., two weeks, quarterly, annually). This allows easy
reference by a supervisor to evaluate the progress (or trending
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pattern) of the agent over time or view a snapshot of the
agent’s performance during the call or during their shitt.

The current alert counter is then displayed in operation 320
over an agent icon in an “Alert Bubble” which may be in one
embodiment a circle encasing the numerical value. This is a
static indication, since it always appears in conjunction with
the agent icon. The agent icon is a graphical representation of
an agent. As will be seen, there are other graphical user
information element formats which can be used in lieu of
agent icons, but the illustration herein is based on using agent
icons.

The next steps are focused on displaying a dynamic alert
indication. This may be displayed in a transient manner, typi-
cally over, or adjacent to, the agent icon. First, a display timer
is started in operation 325. This timer defines how long the
RTSA alert is displayed over the agent icon. This value is
typically set between 1 and 15 seconds, which is long enough
to capture the attention of an individual looking at the agent
icons and perhaps allows them to read the text provided with
it, but not too long that the cumulative display of RTSA alerts
begins to “clutter” the display of agent icons. Other timer
values may be used, and the range of 1-15 seconds reflects a
typical range, and not any sort of limit. Shorter or longer
range values may be used.

Next, the RTSA alert is displayed in operation 330. The
particular format of the RTSA alert may depend on the con-
tent of the RTSA message received from the RTSA. The
format may reflect different colors, icons, fonts, and text,
which may be based on the type and severity of the alert
message. The CARM may use an alert mapping table (dis-
cussed below) to map alert information in the event message
to various colors, fonts, icons, and text that is to be displayed.
Reference to an alert mapping table is intended to encompass
other types of data structures or mechanisms that may be used
to perform the mapping function. Thus, reference to the “alert
mapping table” should not be interpreted as requiring a table
structure in all embodiments. Further, as will be seen, the alert
mapping table may also contain information related to check-
point widgets.

The RTSA alert is usually displayed until the display timer
expires. Hence, in operation 335 a decision reflects whether
the timer has expired. If not, the process loops back to opera-
tion 330 which has the effect of maintaining the display. Once
the timer expires in operation 335, the process continues by
removing the alert overlay from the display in operation 340.
The process is completed at that point.

The steps occurring in operation 330 that map the alert
message into the RTSA alert for human review may greatly
vary from embodiment to embodiment. The procedures
defined herein reflect one approach, which allows certain
alert information to be quickly conveyed and subsequently
reviewed in greater depth by a supervisor in a contact center.
The potential for a large number of RTSA alerts, which
depends on the number of agents involved in simultaneous
calls and the number of speech conditions detected, can
greatly vary. Thus, the need to provide an effective synopsis
of'the relevant information depends on each embodiment. For
example, some RTSA alerts may inform the viewer of com-
pliance violations that could result in legal liability to a con-
tact center operator. Such violations need to be easily distin-
guished by the supervisor from other, less critical, RTSA
alerts.

The user viewing the agent icon may choose to view addi-
tional information about the alert, or other historical alerts
associated with that particular agent. This may be accom-
plished by the user selecting the alert bubble or agent icon
using a pointing device (e.g., mouse, joystick, cursor control,
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touch-screen, stylus, etc.) In one embodiment, the user may
select the alert bubble or the agent icon at any time, including
during the transient display of the alert indication over the
agent icon. In another embodiment, the user may select the
agent icon after the display of the transient alert indication
ceases. In this case, the alert count shown in the alert bubble
is displayed and informs the user that there was a prior alert
indication received and that further information is available.
This process flow is shown in FIG. 3B.

Turning to FIG. 3B, the process flow begins with receiving
an input from the user requesting additional alert details in
operation 350. A determination is made for the selected agent
whether there are, in fact, any reported alert indications for
that specific agent. If the alert count is zero (indication there
are no prior alert indications), then the process terminates as
there is no further information to display. If, however, the alert
count is non-zero (e.g., a positive number), then there is
additional alert information to be displayed. The appropriate
information may be retrieved from a database, an alert log, or
from memory. The alert details are provided in operation 360
to the user. This may be displayed using a variety of formats.
The information may be displayed until an input is received
closing the alert detail box in operation 365. Thus, if no such
input is received, the process loops back to display the alert
detailed in operation 360. Once the input is received to close
the alert detail box, then the alert detail box is closed in
operation 370. At that point, the process is completed.
Agent Icons Associated with Alerts—FIGS. 4-5

One format for displaying RTSA alerts involves overlaying
a RTSA alert on an agent icon. Typically a grid of agent icons
are viewed or presented at any given time. Before this aspect
is reviewed further, it is appropriate to illustrate one embodi-
ment of an agent icon.

Turningto FIG. 4, a representative agent icon 400 is shown.
This is a box containing information that is designed to iden-
tify an agent and provide high level status information. For
the purpose of identifying the relevant agent, each agent icon
may include an image 410 of the agent, which may be a
picture, icon, or caricature of the agent. If an image is not
available, a generic “outline profile” may be used. In addition,
aname 405 of the agent is provided. This allows the viewer to
quickly associate the face and name of the agent for identifi-
cation purposes.

A variety of status indicators may be provided. In this
embodiment, an indication of the call campaign 435 is indi-
cated. In this example, the agent is fielding customer service
calls. The agent state 440 is reflected, which may be: con-
nected, paused, waiting, or logged off. Other states may be
defined. Briefly, “connected” means the agent is connected on
a call; “pause” means the agent is not on a call, nor available
to receive a call; “waiting” means the agent is ready to receive
another call; and “logged-off”” means the agent has logged off
of the call handler. A timer 445 reflects how long that agent
has been in that state. (For logged off; this value may be set to
zero or null.) Thus, in FIG. 4, agent Mary Thompson is
currently engaged in a customer service call and has been
doing so for the last two minutes and thirty-four seconds.

Other information shown may include an agent station
number 425, which may reflect a particular workspace loca-
tion, physical telephone, or logical phone being used by the
agent. In addition, a group indicator 430 may be used to
indicate what group the agent is assigned to. It is possible, for
example, that there may be multiple groups assigned to the
same campaign.

The “select option™ 450 icon allows a supervisor to select
various functions that can be performed for that agent. These
include: barge-in (joining the call), monitor (to listen to the
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call), or log-off the agent (to make the agent unavailable for
further calls). Other functions may be defined.

Finally, the agent icon may include a color portion 420,
shown in the figure as a shade of gray, although in practice,
various colors may be used. The color may reflect the state of
the agent, which can provide an easier means of identifying an
agent’s state as opposed to reading text 440. Further, the
colors can also reflect other states, such as being monitored or
a specific activity while in the paused state. Other embodi-
ments may use different shadings, hatching patterns, etc.

A collection of agent icons may be assembled on a screen
of a workstation or tablet. One embodiment is shown in FIG.
5. Inthis figure, the screen 500 is referred to as having a “grid”
layout of agent icons 550a-550f, because the agent icons are
typically arranged in rows and columns (e.g., a grid). Typi-
cally, a subset of all the available agent icons are shown on a
single screen, which necessitates navigation controls 505 for
selecting an appropriate page. Further, tools may be provided
such as a sorting icon 520 or a filter 530 icon for searching
and/or sorting through the agent icons.

RTSA Alerts—FIGS. 6-9

In one embodiment, the RSTA alerts are dynamically over-
laid on the grid of agent icons. Specifically, a RTSA alert for
aparticular agent is overlaid on the corresponding agent icon.
One embodiment of a RSTA alert is shown in FIG. 6. In FIG.
6, the agent icon 400 for Mary Thompson is shown. However,
overlaid is the RT'SA alert 625. In this embodiment, the RTSA
alert 625 is partially transparent so that portions of the under-
lying image may still be seen. In other embodiments, as will
be seen, the RTSA alert may be opaque so that the underlying
image is not seen.

Each RTSA alert will cause an alert bubble 600 to appear.
In this embodiment, the alert bubble is a circle, although in
other embodiments other shapes may be used. In some
embodiments, just a number may be present. The number in
the alert bubble (a.k.a. the “count™) represents the cumulative
number of alerts for that agent during the current call. In other
embodiments, the number may be defined with respect to the
current shift, in the last hour, the past week, etc. In this
embodiment, it is assumed that the number is based on the
current call. Thus, in FIG. 6, this is the first alert reported for
the current call involving this agent.

An alert icon 605 is provided, which provides a ready
indication of whether the alert reflects a positive or negative
condition. Recall that alerts may reflect the detection of a
speech condition or the absence of a speech condition.
Depending on how the speech condition is identified, the
reporting of the condition could be a positive occurrence. For
example, agents may be trained to thank the caller at the end
of a call, and consequently detecting this speech condition
would be viewed as a positive occurrence. In this example, the
agent has done so, and consequently a positive icon 605 is
shown.

The RTSA alert may also include text that informs the
reader on the specifics of the alert. For example, text 610 may
be provided that reflects a date, time, and call identifier for the
speech condition that was detected. A time 615 into the cur-
rent call may be indicated. This allows identification of the
speech should verification be desired. Further, text 620 may
reflect the particular RTSA topic that was detected. Finally, a
color background may be used to indicate the particular type
of alert, severity of alert, etc. For example, a positive condi-
tion may include a green background whereas a negative
condition may incorporate a red background. Other colors or
visual patterns may be used.

The RTSA alert may appear by fading in over the agent
icon for the duration of a display timer, and then may fade out
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upon the expiration of the timer. The use of a background
color and an icon allows the viewer to readily ascertain the
relative importance of the alert, even if the supervisor does not
read the text and only sees the RTSA alert for a fraction of a
second. Further, the alert bubble 600 provides a simple means
to review which agents are encountering a large number of
alerts. This provides an easy to use mechanism allowing the
supervisor to evaluate an alert.

FIG. 7 illustrates another embodiment ofa RTSA alert 703.
In this example, the same agent icon 400 is involved, though
most of it is obscured by the alert. It is assumed that this is the
second alert received during this call for the agent. Thus, the
alert bubble 700 reflects a “2”.

The alert icon 705 in this embodiment is a warning icon,
reflecting that a negative speech condition was detected. This
may be accompanied by ared background color 725. The alert
also includes text that reflects the date, time, and call 710, the
time into the call 715, the topic detected 720, and in this case,
additional information related to additional actions, namely
that an escalation has been initiated 730. This may reflect a
notification was sent to another individual regarding the pres-
ence of the alert.

FIG. 8 A shows how the RTSA alert 703 from FIG. 7 would
appear when presented on a screen comprising a grid of agent
icons. In FIG. 8, the screen 800 shows the grid of agent icons,
and the RTSA alert 703 is shown overlaid thereon. This would
be shown for the duration of the display timer, and then fade
away so that the original agent icon would be shown. How-
ever, after fading away, the alert bubble would remain indi-
cating the number of alerts having been received for that
current call. For example, another agent is shown with
another alert bubble 807. If this is defined to reflect the num-
ber of alerts during a particular call, then the value is reset (or
the alert bubble removed) after the call terminates.

In various embodiments, the viewer may select the alert
bubble by selecting the alert bubble icon. Depending on the
technology involved, this may involve the user using a mouse
to position a cursor over the alert bubble or using some other
pointing device. In FIG. 8B, it is assumed that a touch-screen
is being used on a tablet, and the user may select the bubble
alert by touching it with his finger 820. Selecting the alert
bubble will cause a pop-up window 875 to appear as shown in
FIG. 8C. This pop-up window 875 includes text associated
with the prior alerts. A more detailed view of the pop-up
window 875 is shown in FIG. 9

Turning to FIG. 9, the pop-up window 875 may include text
portions 910, 915 that reflect the text with prior alerts. The
agent may chose to read and mark these as having been
reviewed. Separate controls may be presented 930 allowing
the agent to review all of the alerts for the agent or only those
unread. In addition, another portion 905 of the pop-up win-
dow includes a positivity score 920 and a compliance score
925. These scores provide a summary of the current standing
on the agent’s performance relative to customer service (e.g.,
“positivity”) and compliance. These scores are assigned to
each detected RTSA topic and allow a weighting of the rela-
tive importance of the detected speech conditions. In other
embodiments, the scores may be defined for a different cat-
egory or purpose.

Other Graphical Formats for Alerts—FIGS. 10A-10C

Other graphical formats may be used for displaying a
RTSA alert. One such format involves a graphical depiction
of'an office layout or floor plan. The floor plan represents the
locations of the workspaces of the various agents. One such
representation is shown in FIG. 10A. In the floor plan layout
1000, a quadrant of workspaces 1020a, 10205, 1020¢, and
10204 are defined. Each workspace has e.g., a chair 1010 and
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a workstation 1030 used by an agent. The quadrant of work-
spaces may be in turn replicated as needed. In the floor plan
1000 shown, a total of sixteen agent workspaces are shown.

Each agent may be assigned a workspace location and the
supervisor may associate a workspace location on the floor
plan with a particular agent. Thus, when a RTSA alert is
displayed over a work location, the supervisor can then asso-
ciate the alert with the agent. One embodiment of a dynami-
cally displayed RTSA alert is shown in FIG. 10B. In this
figure, the RTS A alert 1045 is overlaid at the workspace of the
agent. The alert bubble 1040 is displayed as well, along with
the agent’s name 1030 and picture 1035. The positioning of
the agent’s name and picture facilitates identification of the
agent by the supervisor, in addition to placing the RTSA alert
over that agent’s workspace. This may be useful for some
embodiments where agents may share a workspace for dif-
ferent shifts or days during the week. The RTSA alert is
temporarily displayed, and will fade out after the display
timer expires.

The supervisor can select the workspace to review addi-
tional information regarding the alert. This can be accom-
plished by using a pointing device, as disclosed before. Once
the workspace is selected, the alert text box 1050 shown in
FIG. 10C may be displayed. This allows the supervisor to
read additional details of the latest or other previous alerts.
The supervisor can close the alert text box when completed.
This allows the supervisor to then view other RTSA alerts or
select other workspace locations for investigation.

Tabular Formats for Alerts—FIGS. 11A-11B

The prior embodiments illustrate application of various
graphical formats for displaying the overlaid RTSA alerts. It
is also possible to use a tabular format for displaying overlaid
RTSA alerts. The use of a tabular format operates in concept
similar to the graphical format, except that a spreadsheet-like
format may be employed. One embodiment is shown in FIG.
11A. In FIG. 11A, the table 1100 comprises various columns
with various identifiers. Included is a column 1105 for the
agent’s name and a column 1110 for the number of current
RTSA alerts. This represents the number of current alerts for
the call that the agent is currently connected to. In addition,
another column 1120 for the number of cumulative RTSA
alerts is shown. This represents the number of alerts associ-
ated with that agent since the beginning of a time period, such
as in the past hour, since the start of their shift, for the week,
etc.

In this embodiment, the dynamically displayed RTSA alert
comprises an icon 1130 which may be temporarily displayed.
This draws attention to the supervisor viewing the table that a
RTSA alert has been reported. In other embodiments, addi-
tional information may be presented regarding the alert, its
severity, etc.

If the supervisor desires to view further information, the
supervisor may again use a pointing device, such as a mouse,
joystick, or stylus, to select the cell of that agent for which
additional information is desired. A touch screen could also
be used. Once selected, additional alert information may be
presented as shown in FIG. 11B. In FIG. 11B, the alert text
window 1160 is presented, which provides the additional
information. The supervisor can then close the alert text win-
dow 1160 when viewing is completed.

No doubt that one skilled in the art may be able to devise
variations on the concepts and technologies disclosed above
in light of the present disclosure. There are a variety of graphi-
cal formats that can be used for defining the contents of agent
icons, how they are arranged, and how RTSA alerts are
defined and displayed. For example, other floor plan configu-
rations are readily possible that could be used, including
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using rows and other workspace cluster formations. With
respect to using a tabular-based presentation interface, the
tabular arrangement can be displayed as a real-time dash-
board and may incorporate or display other information in
real-time.

Alert Mapping Table—FIG. 12

FIG. 12 shows one embodiment of an alert mapping table.
This data structure may be accessed by the CARM and used
to process an event message from the RTSA system in order
to generate the appropriate RTSA alert in a human readable
form, or update a checkpoint widget. The event message from
the RTSA system typically reports the speech conditions,
called “topics™ in a specific call, involving a particular agent.
In various embodiments, it is the CARM that then uses this
information to generate the appropriate alert or update the
checkpoint widget. Although referenced as a table, other
types of data structures are intended to be covered.

Turning to the table 1200 in FIG. 12, a number of columns
are presented. The first column is the RTSA Topic column
1205, which functions as an index. Although represented as
text, it usually is a numerical value corresponding to a par-
ticular speech condition. For example, the “Welcome Greet-
ing” topic (or keyword) refers to the RTSA system detecting
the presence of an appropriate greeting by the agent upon
answering the call. Upon detecting this RTSA topic, an alert
is formatted as defined by the various other characteristics.

The second column 1210 defines a color to be used when
displaying the RTSA alert. In the case of the Welcome Greet-
ing 1250 topic, it is a green color. Further, the next column
1215 indicates the appropriate icon to use, which is illustrated
as a checkmark. In practice, again, the value in the table
would be a numerical value corresponding to that icon by
indicating a stored image. There may be a correlation
between the icon used and the level of severity associated
with the event. There may be a number of different types of
alerts which correlated to a “warning” severity level, each of
which may have a different number of points associated
therewith. Thus, different actions could be defined to occur at
different severity levels. Thus, a “warning” severity may cor-
relate to displaying a certain icon and text to an agent or
supervisor, whereas a “severe” severity level may entail a
different action. Typically, there are a few number of severity
levels defined (e.g., typically 5 or less).

The fourth column 1220 indicates to whom the alert should
be sent to. In this case, it is sent to the supervisor, according to
the configured manner (e.g., using an agent icon grid, tabular
format, etc.). Other alerts may result in another message (e.g.,
atext message) being sent to ateam leader or other individual.
The fifth column 1225 defines the text that should be dis-
played with the particular alert. This is in a human readable
form, and in the example shown, the text indicates “Greeting
Detected”.

The next two columns 1230, 1235 represent “positivity
score points” and “compliance score points.” These represent
mechanisms to allocate a weight to the detected speech con-
dition. This allows the supervisor to review a cumulative
score that represents how well the agent is performing. The
categories and definition of these scores can vary significantly
from embodiment to embodiment, but they represent a
numerical value associated with certain speech conditions
that reflects a current and/or aggregate performance metric of
the agent.

The indication of a severity level may also be included,
which may be separate from the number of points provided
with a detected speech condition. The number of points may
reflect a granularity which is not possible, or appropriate,
with defining various severity levels. For example, a scale of
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1 to 100 allows various points to be allocated to various
conditions, and it would not be practical to define 100 difter-
ent severity levels. Typically, there are a few levels (e.g., five
or less) severity levels, which may correlated to certain col-
ors, icons, etc. The score allows a separate and independent
approach for measuring speech conditions separate from
defining severity levels.

The positivity score may be allocated to speech conditions
which represent good behavior. By allocating a negative
score, bad behavior can be represented and measured. In one
embodiment, these speech conditions can be linked to cus-
tomer service goals. For example, the alert mapping table
1200 allocates positivity score points for providing a wel-
come greeting and providing a proper “wrap up” (e.g., thank-
ing the customer and asking if there are any other questions
they may assist with). On the other hand, points may be
subtracted if the agent states a curse word during the call.
Thus, the cumulative number of positivity points can be used
to evaluate how well the agent is performing in these aspects.

Similarly, the compliance score points may be allocated on
matters that relate to compliance issues. These may be
assigned to detecting compliance related speech conditions.
For example, the alert mapping table 1200 allocates negative
compliance points for two topics. Specifically, —20 points are
allocated whenever the “lawyer retained” topic is detected
and the agent continues to collect the debt, and -100 points
when the “mini-Miranda” speech condition is not detected.
The “lawyer retained” topic may be defined as detecting
attempts by the agent to continue collecting a debt when the
party has informed the agent that they have retained a lawyer.
In this case, the agent should cease any attempts to collect a
debt, and attempting to do so may be a violation of a regula-
tion. The “mini-Miranda” speech condition reflects that the
agent should inform the party that the purpose of the call is to
collect a debt. Thus, the “mini-Miranda” should be stated by
the agent shortly after the call is answered. Violation of this
condition may be a serious compliance violation, and the
allocation of —100 points may signify that it is considered a
more serious violation than the “lawyer retained” violation.
Consequently, the agent’s compliance with various regula-
tions may be gauged by examining their net compliance
score.

There may be other score types defined, based on the goals
desired by the contact center to monitor and evaluate a par-
ticular type of agent behavior. For example, a number of
RTSA topics could be defined as “up-selling”” These topics
could detect speech conditions that reflect when the agent is
offering the customer additional items to go with a purchase.
For example, points could be allocated to the agent for asking
the customer if a matching belt is desired to go along with a
purchase of shoes. Points could be allocated for asking if the
customer would like another item in a different color, etc. A
cumulative “up-selling” score could be maintained for mea-
suring an agent’s effectiveness in this category. Thus, there
may be a variety of score types that may be maintained for an
agent.

The alert mapping table also shows a “Defined as Check-
point” column 1237 which indicates whether the RTSA topic
or keyword is defined as a checkpoint. In one embodiment, a
binary flag can indicate whether the keyword is defined as a
checkpoint. In the embodiment shown in FIG. 12, the “wrap
up” and “Mini-Miranda” topics are defined as checkpoints. In
other embodiments, there may be a number of checkpoint
categories defined. Thus, there could be a set of checkpoints
for compliance purposes, another for positivity purposes, etc.
Each of the checkpoints may be displayed to the agent orto a
supervisor using a specific graphical user interface element in
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the form of a checkpoint widget. In such embodiments, the
checkpoint column 1237 may have one of several identifiers
indicated, as opposed to a binary flag. Or, in other embodi-
ments, there could be different checkpoint column types indi-
cated. Those skilled in the art will recognize that various data
structures and methods could be used to indicate whether the
keyword correlates to a checkpoint.

Other columns 1240 may be defined in the alert mapping
table. These can provide other characteristics associated with
how the RTSA alert could be provided. Particularly urgent or
significant speech conditions that are detected may be asso-
ciated with a providing a sound in addition to presenting an
icon. Or, the RTSA alert could result in a supplemental mes-
sage delivered to the agent’s workstation, an immediate sepa-
rate text message sent to a supervisor, etc. Other graphical
user interface techniques for drawing attention could be
used—ifor example, an RTSA alert could be mapped to a
blinking or flashing icon. In other embodiments, a set of
points could be deposited into a virtual account maintained
for the agent, which is then used by the contact center man-
agement for incentivizing agents. These points could be used
to give priority to the agent for future work scheduling deci-
sions, redeeming awards, gifts, time off, etc. For example, the
agent with the best compliance score could be given priority
for requesting the day off for the next upcoming holiday.
Thus, there may be a variety of additional characteristics
defined for how a topic is mapped to an alert indication.

Further, other data structures and names than above dis-
closed table may be used. Thus, the phrase “alert mapping
table” refers to any form of a data structure and/or process that
maps a RTSA message from a RTSA system into a form
designed for human review, whether it may be a list, linked
tables, a database, rule process, etc. The “alert mapping table”
could also be referred to as a “checkpoint and alert data
structure”, “checkpoint mapping table”, or a similar name, to
reflect that the structure may also contain information related
to processing events related to checkpoints.

Checkpoint Widgets—FIGS. 13A-13B

As discussed above, an event message received from an
RTSA system may be processed so as to result in dynamically
displaying an alert on a supervisor’s processing device. It is
also possible to process event messages from an RTSA sys-
tem to provide information regarding the progress of the call
with respect to a set of checkpoints. A checkpoint is a point
during a voice call that is associated with the expected or
possible occurrence of a speech event. This could be analo-
gized as indicating the occurrence of certain expected bench-
mark during a call. Typically, there are a chronological series
of checkpoints for a call associated with a particular cam-
paign. Frequently, different campaigns will have different
checkpoints, which reflect the expected different flow of the
conversations involving the agents. For example, a debt col-
lection campaign call will typically involve a point in the call
where the agent asks if the remote party can make a payment.
In contrast, a non-profit campaign call soliciting donations
will typically involve a point in the call where the agent asks
whether the remote party wishes to make a donation. Making
a payment is different from making a donation, and these
could be defined as different checkpoints for these different
campaigns. Thus, the RTSA system would likely be config-
ured to recognize different keywords for these different cam-
paigns.

It is even possible for a given call of a particular campaign
to have different types of checkpoints identified. Thus, a
series of checkpoints could be defined to ensure that the agent
is courteous. There could be a “welcome” and “closing”
checkpoint for each call, and then a separately defined set of
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compliance checkpoints during the call. Thus, there is great
flexibility in defining which keywords would be considered to
be a checkpoint.

To convey the occurrence of a checkpoint to a person, it is
useful to provide a common collection of visual elements
displayed on a computer screen, which may comprise text,
icons, and symbols that represent the set of chronological
checkpoints associated with the call. These elements may
indicate whether the checkpoint actually occurred. This col-
lection of visual elements indicating which checkpoints have
occurred is referred to herein as a “widget.” Specifically,
because the widget provides information about checkpoints
during a call, it may be referred to more specifically as a
“checkpoint widget.” For purposes of brevity, it will be sim-
ply referred to as a “widget.”

The display of a widget may be provided on the worksta-
tion of an agent or a supervisor, which provides the viewer
with a quick, easy-to-comprehend, indicator of the status of
the various checkpoints during a call. Each checkpoint is
associated with a checkpoint indicator on the widget, and
each checkpoint indicator may also be accompanied by text
that informs the reader of the nature of the checkpoint. The
checkpoint indicator may also referred to as a “checkpoint
status indicator” because the indicator usually indicates a
status of the corresponding checkpoint during a particular
call. The text associated with the checkpoint indicator may be
referred to as the “checkpoint indicator text.” Returning to the
above example of a debt collection call, there may be a check-
point indicator reflecting whether the agent has asked for
payment. The checkpoint indicator text could be “Ask for
Payment.” Similarly, for the non-profit solicitation call
referred to above, the checkpoint indicator text could be “Ask
for Donation.” The text of the checkpoint indicator is defined
by the contact center administrator prior to processing of calls
and can be any text which conveys the purpose of the check-
point.

One instance of a widget is shown in FIG. 13A. This widget
1300 is associated with a debt-collection call campaign. As
evident, unique widgets could be defined for a variety of
campaigns, such as solicitation calls, surveys, customer ser-
vice, etc. The widget 1300 is characterized by a plurality of
checkpoint indicators 1310a-1310e. Each checkpoint indica-
tor is associated with a checkpoint, which is a point during a
voice call associated with the expected or possible occurrence
of'a speech event. The checkpoint indicators 1310a-1310e are
arranged in a chronological (i.e., the expected order of occur-
rence) by being overlaid onto time-line 1305. Based on con-
vention, movement from left to right on the time-line 1305
reflects the passage of time. Although the checkpoint indica-
tors 1310a-1310e are shown equidistant on the time line, this
does not necessarily mean that the occurrence of the check-
points themselves are equidistant over time. Typically, the
fact that a checkpoint indicator 1310« is positioned to the left
of another checkpoint indicator 13104 indicates that it is
expected to occur before the other checkpoint indicator
13104. Thus, the instance of the widget 1300 shown in FIG.
13A has five checkpoint indicators, correlating to five
expected instances of speech that are expected to be detected.

Because the widget may be updated over time (e.g., as the
call progresses and checkpoints are detected), the depiction of
the widget 1300 in FIG. 13 A is necessarily a snapshot in time
as the widget would be displayed over time. Thus, this depic-
tion is referred to as an instance of the widget. The widget in
FIG. 13A is the initial state of the widget, where all the
checkpoint indicators are set to their initial state, representing
that the checkpoint has not been detected.
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In this embodiment, each checkpoint indicator is associ-
ated with checkpoint indicator text 1315-1319. The first text
1315 is “Recording Disclaimer.” This checkpoint indicator
text is typically defined by an administrator prior to process-
ing of calls. The text is merely a short label that reflects the
speech expected with the checkpoint in order to inform the
user of the nature of the checkpoint represented. In this
example involving debt-collection campaign calls, the calls
are recorded and the agent is expected to indicate to the
remote party that the call is being recorded. This “recording
disclaimer” text reflects that the agent is expected to provide
some sort of disclaimer of the call recording to the remote

arty.

Similarly, the “Mini-Miranda” text 1316 associated with
the checkpoint indicator 13105 reflects a requirement for
debt-collection calls that the agent inform the remote party
that this is a debt collection call. This disclaimer is referred to
as a “Mini-Miranda” in the debt-collection industry. Thus, the
checkpoint indicator 13105 reflects whether the agent has
provided an appropriate mini-Miranda statement to the
remote party.

Similarly, the “Verify Contact” text 1317 associated with
the checkpoint indicator 1310c¢ reflects the requirement for
the agent to verify that they are speaking with the debtor, and
not with some other member of the household. The “Ask for
Payment” text 1318 is associated with a separate checkpoint
indicator 13104, and reflects the requirement that the agent
asks the debtor to make a payment. Thus, this checkpoint
indicator 1310d is encountered when the agent has asked the
debtor for payment. Finally, the “Thank Customer” text 1319
is associated with the last checkpoint indicator 1310e, which
reflects that the agent should thank the remote party at the end
of the call.

It can be appreciated that the checkpoint indicators are
shown in a chronological order that reflects the order typically
encountered in most calls. The recording disclaimer must be
provided at the beginning of the call, and the mini-Miranda
should be provided before any substantive discussion of the
debt. Similarly, the remote party should be verified before any
substantive discussion of the debt. At some point after these
three checkpoint indicators, the agent should ask for payment
of the debt, and it is typically at the end of the call that the
agent thanks the customer. In other embodiments, it is pos-
sible that there are different possibilities as to when the check-
points occur on a given call. This depends on how the check-
points are defined, type of call, etc. Whether this is possible
may impact the choice of format of the widget, as will be seen.

FIG. 13B shows the same widget, but a different instance in
time. This instance of the widget 1350 depicts the status of the
checkpoints during the call. In this case, the first checkpoint
indicator 1370 may be depicted with a different color (e.g.,
green) to reflect a different status. In other embodiments, any
type of distinguishing visual characteristic could be used to
reflect a change in status, including showing a different color,
line type or thickness, shading, text font, embedding a difter-
ent symbol, blinking or flashing a visual element, etc.
Whereas in FIG. 13 A, checkpoint indicator 1310q is a circle
with white filling and a dot in the center, checkpoint indicator
1370 has a circle with a green filling and a dot in the center
(though the accompanying figure is in black and white). This
reflects that the appropriate speech was detected and reported
by the RTSA system. In other embodiments, a small square or
other shape in the center of the circle could be used to reflect
a change in status.

Further, the thickened portion 1355 reflects that this check-
point was in the past. Further, the second checkpoint indicator
1372 is overlaid with an “X”, perhaps using a red color. This
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reflects that this checkpoint was not detected. In other words,
this widget reflects that the agent did not properly provide the
“mini-Miranda” statement to the remote party on this call.
The placement of an “X” on the checkpoint indicator may not
be determined until the next checkpoint is detected. Next, the
third checkpoint indicator 1374 occurs. Based on the text
1317, this checkpoint reflects whether the agent has verified
the remote party’s name. Since this checkpoint indicator has
been modified, the checkpoint has also been detected.

At this point in time, the widget 1350 indicates that the next
checkpoint indicator is associated with the agent asking for
payment. The thin thickness of line 1360 indicates that the
call has not yet progressed to this point of the call. In other
embodiments, a marker may be shown associated with the
current expected checkpoint or the last detected checkpoint.

It is possible that the agent may first confirm the contact’s
name and once confirmed, then provide the person with the
mini-Miranda statement. If so, then the second checkpoint
indicator 1372 may be changed so that the “X” is removed,
and instead a green circle indicator may be shown. This
widget format is well suited when there is a fixed and certain
chronological sequence of checkpoints expected during the
call. If the checkpoints occur in a non-predictable order, then
other widget formats may be used, or the indicator may not be
marked with an “X”.

The widget shown in FIG. 13A-13B illustrates that a num-
ber of checkpoints can be expected during the call. The wid-
get indicates in real-time which checkpoints have or have not
occurred as the call progresses. This provides an easy-to-
comprehend status of the call, allowing an agent or supervisor
to quickly view and understand how the call is progressing.
While in theory this could provide some of the same infor-
mation as the RTSA alerts previously discussed, the widget
provides a quicker and easier to use format indicating how an
agent is doing on a call. Specifically, there is no need to select
a view of the history of the alerts. Further, the RTSA alerts
reflect additional information about keywords which are not
necessary defined as checkpoints, which requires the user to
manually filter out those RTSA alerts which are not defined as
checkpoints. In addition, many RTSA alerts may not be
appropriate to define as a checkpoint. Finally, requiring the
agent to view RTSA alerts in real time may be distracting to
the agent.

Although not shown in FIG. 13A-13B, each checkpoint
indicator text could also include, or have displayed adjacent
to it, information regarding the corresponding points (e.g., a
score) associated with successfully detecting the checkpoint
(or which could be deducted if not detected). For example,
FIG. 13B could indicate that 10 points are allocated when
properly providing the disclaimer, 20 points are provided for
properly providing the mini-Miranda statement, etc. A real-
time point counter could be also displayed, which provides
the agent with a real-time quantitative indication of how well
they are conforming to the contact center policies and regu-
lations based on the occurrences of checkpoints. This can
serve to motivate the agent to improve their performance.

The determination of whether the status of a particular
checkpoint should be marked (e.g., as checkpoint indicator
1372) as to indicate whether the checkpoint has not yet
occurred, has occurred, or was skipped, may be associated
with further information maintained in conjunction with the
checkpoint that is referred to as “checkpoint relativity infor-
mation” (“CRI”). The CRI provides information that speci-
fies when a first checkpoint should occur (if at all) relative to
other checkpoints, in order to determine if that checkpoint
was omitted. For example, the agent may be expected to
verify the identity of the person answering the call, which is
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the “Verify Contact” checkpoint, and may also be expected to
provide the mini-Miranda statement, which is the “mini-
Miranda” checkpoint. In some embodiments the mini-
Miranda must occur before verifying the contact, in other
embodiments, the order may not matter, as long as both of
these occur before the agent discusses the debt or asks for
payment. Further, both the “mini-Miranda” checkpoint and
“Verifying Contact” checkpoints should occur after the agent
provides the recording disclaimer. In order to know whether
the agent omitted providing the speech corresponding to a
particular checkpoint, it is necessary to know when that
checkpoint is expected to occur relative to other checkpoints.
In summary, it may not be known that a checkpoint was
skipped until a subsequent checkpoint is detected.

In this example, the “Recording Disclaimer” must be the
first checkpoint encountered. If it is provided after any other
checkpoint, then the disclaimer is not effective. Next, the
“mini-Miranda” or “Verify Contact” checkpoint should
occur, perhaps in either order, or with a specific order. How-
ever, because the fourth checkpoint reflects the agent asking
for payment, it should always occur after both the “Verify
Contact” and the “mini-Miranda” checkpoints. I[f the “Ask for
Payment” checkpoint occurs before both the “mini-Miranda”
or “Verify Contact” checkpoints, then a checkpoint has been
skipped. Finally, the “Thank Customer” checkpoint should
always be the last checkpoint.

How the CRI is defined for the checkpoints may impact
how these checkpoints are indicated on the widget. If the
“Recording Disclaimer” is defined to be first checkpoint, then
detecting any other checkpoint first means that the “Record-
ing Disclaimer” was not properly provided, and then that
checkpoint indicator can then be marked as not occurring or
having been skipped.

However, in regard to the “mini-Miranda” and “Verify
Contact” checkpoints, these can occur in either order, so that
detecting one does not necessarily mean the other has been
skipped. However, if the missing checkpoint is not provided
by the time before the “Ask for Payment” checkpoint has been
detected, then the agent has failed to provide the requisite
speech and the checkpoint was skipped. Thus, it is evident
that the CRI is necessary in order to know how and when to
properly mark the checkpoint indicators on the widget as
having not been detected (yet) or not having been provided at
all.

The CRI may take various forms, and may indicate for
example, whether a checkpoint must be the first, second,
third, etc. checkpoint detected. The CRI may indicate
whether a first checkpoint must occur before or after another
checkpoint or set of checkpoints. The logic and means by
which the appropriate relationship among the checkpoints
can be defined may vary according to embodiments. Further
CRI may be stored in some manner in the alert table of FIG.
12 detailing the CRI for each of the checkpoints or using a
separate data structure. However stored, the CRI allows a
greater degree of control in determining how to ascertain a
missing checkpoint or process an out-of-order checkpoint
during a call.

It is possible to further indicate on the widget, or in a
separate portion of the window, information about the CRI.
This could take the form ofa symbol which indicates whether
the checkpoint must occur first, or must be preceded by cer-
tain other checkpoints. This can be graphically illustrated
using various diagrammatic structures that convey a required
relative order.

In addition to marking a checkpoint as not being properly
detected in the above circumstance, other actions may occur
when a checkpoint has been determined to have been skipped.
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It is possible to display a pop-up window to the agent provid-
ing compliance information, generate a report message,
transfer a call, join another party to the call, initiate a message
over a web-based application programming interface, write
data to a log, etc. This allows tracking, reporting, or other
actions to occur in response to determining a checkpoint was
overlooked by the agent.

Other Widget Formats—FIGS. 14A-14B

Turing to FIG. 14A, another format of a checkpoint widget
is shown. As can be appreciated, one skilled in the art could
develop a number of different widget formats in light of the
present specification to graphically illustrate the progress and
status of various checkpoints during a call. In this embodi-
ment, a screen shot 1400 is shown that may be presented to an
agent during a call. The screen shot may be presented to the
agent on a workstation comprising a computer, and may
involve using a number of various technologies, including as
a web page, thin-client application on the workstation, or an
application executing on the workstation.

A first section 1410 may include account information of
the person the agent is communicating with. This may pro-
vide account information, such as the remote party’s name,
account type, balance due, address, etc. Also shown is another
screen section 1405 that comprises the widget with check-
points. In this embodiment, the checkpoints 1410, 1420,
1430,1440, 1450 are arranged as a series of checkboxes along
with text in a list format. There is an implied time-line reflect-
ing the passage of time in a downward manner (e.g., the first
checkpoint associated with the first line is expected to occur
before the second checkpoint in the second line, etc.).

The first checkpoint checkbox 1415 is shown as checked,
denoting that it has occurred. That is, the recording disclaimer
provided by the agent was detected and reported by the RTSA
system. The second checkpoint 1420 does not show the
checkpoint checked, and this reflects that the mini-Miranda
statement was not detected as being provided by the agent.
The third checkpoint 1430 has its corresponding checkbox
1425 shown as checked, which reflects that the agent has
verified the contact (e.g., verified the name of the person
contacted). The fourth checkpoint 1440 and the fifth check-
point 1450 have not been reported as being detected.

If the agent were to provide the mini-Miranda, then the
second checkpoint checkbox may be then checked. This par-
ticular widget format may be more suited to calls in which the
chronological order of checkpoints is not as predictable as it
could be. Furthermore, it is also possible to also indicate for
each checkpoint, the number of points each checkpoint may
contribute to a total score associated with the call. It is also
possible to define the CRI so that it can be easily determined
if a checkpoint was skipped during a call, and then somehow
signify this on the checkbox (such as displaying an “X”).

The widgets illustrated in FIGS. 13A, 13B, and 14A illus-
trate checkpoints that are normally expected to occur on a
call. It is also possible to use a widget to depict the occurrence
of a checkpoint that is unexpected during a call. These may
include “undesirable” events detected by the RTSA system,
which reflect the occurrence of undesirable speech. This may
include asking for inappropriate information, providing a
discourteous response, or using inappropriate language. It is
possible to depict such checkpoints in a transient manner,
such as shown in FIG. 14B. In other embodiments, the check-
point could be added to the widget after it is detected, poten-
tially using a different font, size, or color, to indicate that the
checkpoint indicator was added during the call.

Turning to FIG. 14B, the same screen shot 1400 is shown
but with an added icon and text 1470. This comprises a
warning symbol and text that reflects the speech condition
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that was detected for this checkpoint. This allows feedback to
the agent to reinforce speech that is not desired for whatever
reason. In this embodiment, the icon and text 1470 remains
displayed until the agent acknowledges the alert. Further, the
icon and text 1470 are only displayed once the checkpoint has
been detected. In other embodiments, the alert could be dis-
played for a predefined time period. In other embodiments,
the information may be logged into a file recording the
agent’s checkpoints, or a notification message could be sent
to the agent’s supervisor or team leader. The functional opera-
tion of this type of checkpoint begins to become very similar
to the operation of an alert.

FIG. 14C illustrates another embodiment of a checkpoint
widget. This embodiment may be advantageous if there are a
number of checkpoints, such that including the checkpoint
indicator text for each checkpoint indicator would be imprac-
tical. This widget format does not normally display the check-
point indicator text on each indicator. Rather, a sliding view-
ing tool can be manipulated by the user to see the text on any
one selected checkpoint. Turning to FIG. 14C, this widget
1480 comprises a progress bar 1482 which encloses a series
of checkpoint boxes 1484. Each checkpoint box contains a
number, and the order represents the typical occurrence of the
checkpoints during a call. As a checkpoint is detected, the
corresponding numbered checkpoint box is distinguished in
some manner. In this embodiment, the checkpoint box is
grayed-out or colored if the checkpoint was detected. Thus, it
is readily apparent that checkpoint box #1 and checkpoint box
#5 have not been grayed-out, indicating that the checkpoints
have not been detected.

A sliding viewing tool 1486 (or simply “slider”) can be
manipulated by the user using a mouse and moved sideways.
As the slider moves, it displays the checkpoint indicator text
associated with the corresponding checkpoint box. For
example, in FIG. 14C the slider 1486 is positioned over
checkpoint box #5 and the corresponding checkpoint indica-
tor text is “Verify Contact.” If the user desires to see the
checkpoint indicator text for checkpoint indicator #1 (or for
any other one), then the user can use a pointer, mouse, or other
device to select and move the slider to the appropriate contact
indicator where the checkpoint indicator text will appear.

Although FIGS. 14A-14C illustrate various types of check-
point widgets, no doubt other variations can be defined, which
indicate which checkpoints have been encountered during a
particular call. Thus, the embodiments disclosed herein are
not intended to be exhaustive, but merely illustrative of the
different types of widgets that can be presented.
Configuring Events as Checkpoints for Widgets

Prior to processing calls and indicating their current status,
it is necessary to define the speech events are to be detected
and reported by the RTSA system for a given campaign.
These events may be then processed by the CARM to gener-
ate the appropriate modifications to the widget being dis-
played. As indicated previously, it is not necessary that every
reported speech event corresponds to a checkpoint. Many
reported events are used to score the agent’s performance,
present an alert, or otherwise measure the agent’s compli-
ance, but are not necessarily defined as a checkpoint. The
definition of which events are defined as checkpoints is based
on various business and operational factors. For example, a
contact center operator may encourage agents to provide a
friendly welcome greeting when the remote party answers the
call. This greeting may be, e.g., a phrase “good morning, my
nameis . ... ” The contact center operator may define “good
morning” as a keyword or topic that is to be detected and
reported. The agent may even receive points going towards
their compliance or performance scores. However, the
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agent’s failure to provide such a greeting may not be deemed
a serious violation and this keyword may not be defined as a
checkpoint, though it is defined as an alert. Consequently,
even though this keyword may be reported as an event and
scored, it does not necessarily appear on the widget because it
is not defined as a checkpoint.

FIG. 15 illustrates a process flow 1500 that illustrates how
checkpoints are defined. The process begins with defining the
keywords that are to be reported by the RTSA system in
operation 1510. Typically, the keywords include one or more
words (e.g., phrases) that are defined in a context, which may
include who (e.g., agent or remote party) is expected to speak
the keyword, when the keyword is expected to occur (e.g., a
time period at the beginning of the call or in conjunction with
another keyword), etc. During this process, the user (usually
the supervisor or call center administrator) will indicate
whether a keyword is to be considered as a checkpoint in
operation 1520. It is possible for an event message to generate
analert, alter the checkpoint indicator status, perform both, or
do neither. If the keyword is to be defined as a checkpoint,
then the user provides the checkpoint indicator text in opera-
tion 1530, which is to be included when displaying the wid-
get. If the keyword is not defined as a checkpoint, then the
process flow continues where a determination is made
whether there are additional keywords to be defined in opera-
tion 1540. If so, the process repeats until all the appropriate
keywords have been defined.

At some point during the process, the user may also define
one of several formats that are to be used for the widget. As
one skilled in the art would appreciate in light of the present
specification, there are various graphical formats that can be
used to construct the widget. A system may provide a single
default widget format or may allow the user to select which of
several formats to use. The user may select the format in
operation 1550, if such an option is provided.

Operational Flow For Processing Checkpoint Information—
FIG. 16

Once the keyword has been identified and indicated as a
checkpoint, an embodiment of the process for handling a call
is depicted in FIG. 16. In FIG. 16, the flow 1600 begins with
retrieving the next call record from a dialing list in operation
1605. The call record typically includes (or allows access to)
information such as shown in FIG. 14B, such as the remote
party’s number and account information.

This information and other information may be used to
populate certain portions of the agent’s screen as indicated in
operation 1610. Part of the populating of the agent’s screen
includes displaying a checkpoint widget in the selected for-
mat. At this stage, the widget will be displayed in an initial
state with none of the checkpoints indicated as having
occurred (similar to, e.g., FIG. 13A). In many embodiments,
this may involve displaying the corresponding text associated
with each checkpoint indicator.

Next, the call is originated in operation 1620. Once the call
is answered, event messages may be received at the CARM
from the RTSA system. The process flow 1600 shown in the
FIG. 16 process flow presumes that at least one event is
received from the RTSA system in operation 1630 (as will
usually be the case). The event message reports the detection
of'a previously defined keyword in the speech by the agent on
the voice call.

Since not all events will necessarily be indicated as check-
points, a test is made in operation 1640 as to whether this
particular event is indicated as a checkpoint. If it is, then an
update to the widget being displayed occurs in operation
1650. As explained previously, updating a widget may
involve modifying the shading, color, or adding a visual ele-
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ment to the widget. Since the checkpoints on a widget are
different, the appropriate checkpoint correlated with the
event message must be updated. That is, the second event
message reported may not necessarily result in updating the
second checkpoint, but rather some other checkpoint.

If the call is over in operation 1660, the process is done.
Typically, the widget will be reset to its initial state for the
next call. Ifthe call is not over, then a test is made in operation
1670 to determine if another event is received. If so, the
process loops back to determining whether the event is indi-
cated as a checkpoint in operation 1640. If no event is
received, but the call is still active, then the process loops back
to operation 1660 to see if the call is completed.

Audio Recordings—FIG. 17

The audio recordings associated with an agent, specifically
those portions associated with a checkpoint on a particular
call, can be subsequently aurally reviewed by the agent or a
supervisor. This requires that the audio of the calls are
recorded and stored in some manner. FIG. 17 illustrates one
embodiment of a file structure for recording the audio in
conjunction with the checkpoint related information.

Turning to FIG. 17, a linear time-wise depiction is shown
of a plurality of call recordings and associated meta-data. In
one embodiment, the audio of call may be stored in cache
memory, and when the call is completed, the audio data is
written to the file along with meta-data appended to it as a call
record. Thus, FIG. 17 shows a series of such recordings,
including a first call record 1722, a second call record 1723, a
third call record 1724, etc. Each call record can be thought of
as comprising a call recording portion and a meta-data por-
tion. Thus, the first call record 1722 has a first call recording
portion 1707 and a first meta-data portion 1706, the second
call record 1723 has its own call recording portion 1727 and
corresponding meta-data portion 1726, etc.

The call recording portions 1707, 1727 may be stored in
any number of audio formats known to those skilled in the art,
including MPEG 4, AAL, WAV, PCM, WMA, MP3, etc. The
meta-data portion may be also stored in any number of audio
formats, including those associated with the format used to
store the recording portion. The meta-data comprises infor-
mation that directly provides, or either indirectly allows,
identification of the agent involved in the recorded call and a
campaign identifier (since the agent may be involved in more
than one campaign during a shift).

In addition, the meta-data 1706, 1726 includes timing
information regarding the call. This may include a start time
and an end time. Or, this may include a start time and a
duration of the call. Fither approach allows determination of
the length of the call. Further, timing information is provided
regarding the event messages received during that call. This
may be stored in a data structure called an “event table,”
though other structures or data formats may be used. Thus,
reference to an “event table” should not presume that any
particular structure is required (such as a tabular structure).
The information in the event table indicates when, during the
call, the event messages were received. Further information
may include an indication of the type or contents of the event,
a corresponding score, etc. The timing information of the
event may be based on an absolute time or a relative offset
from the beginning of the call. For example, if the absolute
time approach is used, then an event received at a certain time
can subtract the starting time of the call to determine the offset
from the beginning of the call. Specifically, if a call was
received at 09:35.00 (i.e., 9:35 a.m. and O seconds), then an
eventrecorded at 9:35.43.50 (i.e., 9:35 a.m. and 43.5 seconds)
means that the event occurred 43.5 seconds into the call. That
is, the offset time of the event is 43.5 seconds. Alternatively,
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each event could be defined as the offset from the beginning
of the call where the call is assumed to begin at time=0.

Regardless of the format used, the event offsets indicate
how far into the call each event occurred. Typically, these are
indicated in chronological order, so that the first event offset
represents the first event message received, the second event
offset represents the second event message received, etc. In
this manner, the meta-data provides information about when
the event messages occurred during the call recording. In this
embodiment, each event entry in the event table corresponds
to a checkpoint during the call. It is possible to record event
messages received during a call that are not defined as corre-
sponding to checkpoints, but this example is simplified to
illustrate the concepts of how audio data correlated to a
checkpoint can be reviewed.

Event Table—FIG. 18

FIG. 18 illustrates one embodiment of an event table. The
event table 1800 is shown along with other meta-data 1805 to
provide useful contextual information about the call it per-
tains to. Thus, this event table 1800 pertains to events corre-
sponding to checkpoints for a call handled by Jane Smith,
which was for a “Debt Collection 1” campaign, on Feb. 5,
2015, where the call started at 5 seconds after 10:32 a.m.

In this embodiment, the event table 1800 comprises three
columns. The first column 1810 is the event identifier. In this
example, these event identifiers are simply identified with
generic names, although other embodiments may provide
information about the event message type or contents. The
second column 1815 is the time when the event occurred,
which in this embodiment represents an offset time from
when the call began. Finally, the third column 1820 is a
compliance score associated with the occurrence of the event.

Thus, for this particular call, there are five rows 1830-1838
which represent five events. The first event 1830 occurred at
2.8 seconds after the call started and its occurrence contrib-
uted to 10 points to the compliance score. The second event
1832 occurred at 12.5 seconds into the call, and it was worth
zero compliance points. The reason this event is worth zero
points is that no points were defined for the occurrence of this
event, or that the contents of the event message was such that
zero points were allocated. Specifically, the event could
report that the agent said “you are welcome™ and the event
may be defined as accumulating zero points. Alternatively,
there may be points awarded for saying the phrase, but the
event message reports that this was not detected, in which no
points are awarded. The third row 1834, fourth row 1836, and
fifth row 1838 also reflect events that occurred at their respec-
tive times.

Thus, the event table 1800 provides information as to
where the relevant speech can be found in the call recording
that correlates with the reported event. Typically, the events
correlate to speech that is detected, but it is possible for the
events to report speech which is not detected. In this case, the
time may simply correlate to when the event message was
sent by the RTSA system that reported when the RTSA sys-
tem finally concluded the speech condition was not detected.
Reviewing Agent Checkpoint Widgets

Once call recordings and the associated meta-data for an
agent are stored, this information can be subsequently
reviewed. The review can be performed either visually or
aurally. Frequently, review occurs visually, followed by an
aural review. In both cases, a common user interface is ini-
tially accessed, which may then be augmented with an audio
player-like user interface for aural review. This scheme pro-
vides a logical and easy to user interface for selecting and
reviewing specific portions of a telephone call recording.
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A typical use case involves a supervisor (or agent), review-
ing an agent’s performance, which may involve identifying
calls that reflected poor agent performance. This may involve
identifying a threshold score of some form, which is then used
to retrieve or identify specific calls. The checkpoint widgets
for such calls may be displayed, and the user may review the
checkpoint widgets for an agent, determining which check-
point widgets reflect a low score warranting further investi-
gation, and then selecting a particular call to further focus on.
This may further entail selecting a checkpoint on a check-
point widget, and then requesting audio associated with that
checkpoint for aural review.

Turning now to FIG. 19A, a screen image 1900 is shown of
one embodiment of a graphical user interface that can be
defined for allowing review and selection of a checkpoint
widget for an agent. The same interface can then be used for
selecting a checkpoint for reviewing the audio recording of
that call.

The screen image 1900 includes a first portion 1905 which
allows the user to specity filter information to identify a
subset of the call recordings to select for review. In various
embodiments, the review may involve selecting calls based
on various criteria. This may involve reviewing calls associ-
ated with a particular agent, campaign, date, time, or score.
Further, various combinations of these criteria are possible.
Thus, a supervisor may desire to review all calls from a given
agent or only those which encountered a low score. This may
be accomplished by indicating a “wildcard” that indicates all
values are acceptable for a particular filter element. For
example, by entering a score threshold of “20” and a wildcard
for all other filter elements, then all calls from all agents, for
all campaigns, for all dates, for all times will be retrieved.

Typically, the supervisor may desire to narrow down the
search by using multiple filter elements. In the example
shown in FIG. 19A, the filters will retrieve all calls from Jane
Smith that were for the “Debt Collection #1” campaign on
Feb. 4, 2015, from 10:00 a.m. to 12:00 p.m., regardless of
score.

Another portion of the screen image comprises a results
window 1915 that displays results of the selected calls that
meet the associated filter requirements. The results window
1915 includes a column header 1912 for the start time of a
call, a second column header 1913 which indicates the check-
point widget for each call, and finally a third column 1914
which indicates the score total. Finally, a scroll control icon
1919 allows the user to scroll up or down to review the results.

The results window 1915 allows a number of call specific
results to be displayed. The results are typically ordered by
time, as can be seen by examining the start times for each call.
The checkpoint widget shown for each call displays a status
summary of the checkpoints during each call.

The checkpoints are numbered in this embodiment at the
top with the numbers 1-5. These numbers correspond to the
checkpoint labels shown in the checkpoint legend 1910 on the
screen image. These are also numbered from 1-5 and the text
reflects the nature of the checkpoint. For example, the first
checkpointis associated with “Recording Disclaimer”, which
reflects whether the agent has provided the disclaimer that the
call may be recorded. The score, which is shown as 10,
indicates the number of points allocated to this event being
detected. Thus, the checkpoint legend 1910 allows the user to
quickly review the nature of the checkpoints shown in the
results screen. This arrangement avoids duplicating the
checkpoint text in the results window 1915, allowing more
results to be shown.

Turning to the second call shown in the results window, the
second call began at the time indicated 1917, which is 10:57
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a.m., and 33 seconds. The first checkpoint 1921 is shown as
having occurred, whereas the second checkpoint 1922 is
shown with an “X” as not having been detected. The third
checkpoint 1923, the fourth checkpoint 1924, and the fifth
checkpoint 1925 have all occurred. Because the second
checkpoint did not occur, which was worth 25 points, the total
number of points received is 50 (as opposed to the maximum
amount which is 75). Similarly, the last call shown reflects the
first checkpoint did not occur, which was worth 10 points,
hence the total score received was 65 points.

The user can quickly review calls from an agent, and easily
find out which calls had a perfect score, i.e., all checkpoints
occurred and thus all points were awarded. These calls could
be used, for example, to illustrate exemplary call handling.
On the other hand, calls where the score is low could be used
to illustrate poor call handling. These calls could be further
examined with the agent to discuss what is deficient, and why.
A sum total of the score for an agent’s shift, or some other
time period, can be maintained and used in performance
evaluation.

Reviewing Agent Call Recordings Associated with Check-
points

Typically, a supervisor reviewing calls with a low score
total (e.g., reviewing checkpoint widgets with missing check-
point occurrences), will want to review the actual audio of the
call. This can be accomplished by the user selecting the
appropriate widget, which identifies a particular call, and then
selecting a particular point on the widget that identifies a
particular portion of the audio of the call.

FIG. 19B illustrates one embodiment of a user selecting the
second checkpoint of the second call widget. This selection is
for the purpose of reviewing the audio of the call at this point
in the call. This can be accomplished by the user moving a
cursor using a mouse or other pointing device and selecting
the checkpoint by clicking the mouse button. Those skilled in
the art will recognize a variety of other pointing devices may
be used to select the checkpoint, such as trackballs, pointers,
touch screen displays, cursor controls etc.

Once the checkpoint is selected, another window may
appear, which is a player window. One embodiment of a
player window is shown in FIG. 20. This may be overlaid on
the screen image 1900 of FIG. 19A, but is shown by itself for
clarity in FIG. 20. Turning to FIG. 20, the player window
2000 is shown. The window provides some or all of the filter
information on a portion of the player window. Specifically,
the selected agent name 2005 is shown, along with the appli-
cable campaign 2010, and the date 2015. The relevant time of
the selected call 2025 is shown along with the widget itself
2024.

In this embodiment, the checkpoints are shown with their
respect text. Thus, the first checkpoint 2051 is accompanies
by the respective text 2031 “Recording Disclaimer.” This
avoids the user from having to refer to the checkpoint legend
on the screen image, which may not be presently visible.

A current location marker 2030 is shown relative to the
widget. This location marker indicates the current location of
where the audio currently being played, or about to be played.
The elapsed time indicator 2020 reflects in a numerical for-
mat the relative position of the location marker. In this
embodiment, the location marker is located at 1 minute and
35 seconds from the beginning of this call. In some embodi-
ments, the user can position the location marker directly using
a cursor or mouse. In other embodiments, separate controls,
as discussed below, are used.

A controller box 2060 contains a plurality of control icons
for controlling the playback of the audio. This includes a
start/stop control 2065. This toggles the playing or stopping
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of the audio. The backup control 2062 backs up the location
marker (e.g., typically moving it to the left). In some embodi-
ments this may back up the audio to the next previous check-
point or in other embodiments a fixed about of time (e.g., 5
seconds). Similarly, the forward control 2067 moves the loca-
tion marker to the next checkpoint or advances it a fixed
amount of time. The fast-backup control 2061 and the fast-
forward control 2068 will advance the location marker to the
very beginning or the very end of the checkpoint. In other
embodiments, these will go to the first or last checkpoint.
Finally, the widget controls 2070, 2072 will advance the
location marker to the prior or next widget relative to the
widgets shown in FIG. 19A.

Determining the Audio Starting Point for Playback

Returning back to FIG. 19B, the user may select a point
along the widget for reviewing the audio of the call. This
determines the starting point (e.g., where the location marker
is initially positioned) when the player window appears as
shown in FIG. 20. There are various embodiments for how the
initial starting point of the location marker may be selected.

In one approach, the user can select and move the arrow
1955 to any point along the widget. This may be over a
checkpoint or between checkpoints. A corresponding time
will be calculated and used to position the location marker.
For example, if the arrow 1955 is positioned approximately
halfway between the 3’ and 4” checkpoint, then an estimated
time halfway between the 3" and 4” checkpoints may be
determined. Recall that the time between checkpoints may
not always be proportional. Thus, the time between the 2*¢
and 3¢ checkpoint may be 10 seconds, whereas the time
between the 3™ and 4% may be 50 seconds. Using the event
table, this time can be estimated.

In another approach, the user is only allowed to select a
checkpoint as the initial starting point of the location marker.
For checkpoints that have occurred, there is a corresponding
entry in the event table as to when they were detected. Thus,
if the third event was detected at, e.g., 45.1 seconds into the
call based on the event table, then the location marker could
be initially positioned at 45.1 seconds into the call. This is
easy to determine when the event table has detected each
checkpoint.

However, returning again to FIG. 19B, the user has selected
the second checkpoint using arrow 1955, which is marked
with an “X” denoting that is was not detected. Thus, there
wouldnot be a corresponding entry of a time in the event table
for this widget. In such cases, one approach is to split the time
difference between the adjacent checkpoints which did occur.
Inthis example, the first and third checkpoints were detected,
and so there would be time entries in the event table. This
would allow an estimate to be used for initially positioning
the location marker on the player window.

Further, in various embodiments, an offset may be incor-
porated when determining the initial position of the location
marker. For example, if a user selects a checkpoint that was
detected, there would then be a corresponding time for that
event in the event table. That time may reflect the time when
the event message was sent or received, which would neces-
sarily occur after the speech occurred and was detected. Thus,
positioning the location marker at that time would start play-
ing the audio just at the end of the detection of the speech
event. In order to provide the user with context, the location
marker may be backed-up in time by, e.g., 5 or 10 seconds, so
that the audio will begin just before the speech condition was
detected.

Reviewing Agent Call Recordings Process Flow—FIG. 21

The process flow for reviewing an audio recording is
shown in FIG. 21. The process flow begins with the user
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selecting the appropriate screen for reviewing agent check-
point recordings in operation 2105. This may be accessed by
various menus by the user, who may be the supervisor. The
user may access this via a management or administration
portal on the call handler, RTSA system, or other system
executing the CARM. Access to this function may be limited
based on the login credentials of the user. For example, agents
may be precluded from accessing this page, or if they are
allowed to, they may be limited to only reviewing their own
calls. Once this page is accessed, the screen image similar to
that shown in FIG. 19A is shown.

The next step involves the user providing the appropriate
filter information that is used to select the calls for review in
operation 2110. Although the filter information may include
the agent’s name, campaign, day, time, and threshold score,
other embodiments may allow or required a greater or fewer
number of filter elements. Various constructs for indicating
ranges, thresholds, values, wildcards, or other selection cri-
teria can be used. Further, other embodiments may allow
selection of certain types of examples of checkpoints or vio-
lations. Those skilled in the art will recognize in light of this
disclosure that a large number of variations are possible for
filtering the number of possible calls that are to be reviewed.

When the user has completed indicating their filter values,
a search of the relevant call records can be made in operation
2115. This may involve using a variety of database retrieval
means for identifying the relevant call recordings and asso-
ciated meta-data. Once this information is provided to the
system, the results window 1915 can be generated and dis-
played to the user. Typically, the resulting widgets are dis-
played in descending chronological order beginning with the
first qualifying recording.

In order to generate the results window, the CARM may
first identity the relevant call records, and then use the meta-
data from each eligible call record to construct the corre-
sponding widget. The time when the call occurred is used to
display the starting time 1912 for each record. The existence
of a detected event at each time is used to determine whether
the corresponding checkpoint occurred or not. Finally, the
score total associated with the call is also displayed. Thus, the
checkpoint widgets in the result window can be relatively
easily displayed once the corresponding meta-data is
obtained. Typically, calls from a common campaign are
retrieved, and typically a campaign has a common widget
definition. That is, all calls from a common campaign typi-
cally have the same number of checkpoints and of the same
type. However, if calls from different checkpoints are
obtained, then the widgets may be different (e.g., they may
have different checkpoint texts and a different number of
checkpoints in each corresponding call). Thus, it is usually
simpler to show the results for a set of calls having the same
type of widget defined for those calls.

Once the results window are generated, the user may then
provide an input selecting a particular widget in operation
2125. Specifically, the user may select a particular point along
the widget timeline, or a particular checkpoint. This is used to
define the initial location of the location marker when the
player window is presented in operation 2130.

Once the player window is presented, the user may provide
an input to start playing the audio. The input allows the
appropriate point in the call to be identified so that the audio
atthat pointis then played to the user. The playing of the audio
may occur through speakers in the user’s computer, head-
phones attached to the computer, or any other means for
providing audio from a digital file using a computer.

The user may choose to replay the audio, or select another
point in the same call to hear audio in order to obtain a better
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context of the call. Thus, the agent may use the controls to
back up to a prior checkpoint or advance to the next check-
point in operation 2140. If so, the process loops back to
operation 2135. If not, the user may choose to select audio
from another call. This could be accomplished by using the
widget controls in the play window to advance or back up to
the next or previous call. Or, the user could close the player
window and select another widget. This reflects the user
selecting another call, and if so, the process loops back to
operation 2125. Otherwise, the user has completed their
review of the agent’s calls.

Exemplary Component Architecture—FIG. 22

FIG. 22 is an exemplary schematic diagram of a computer
processing system that may be used in an embodiment for any
one of the components used in the contact center architecture
to practice the technologies disclosed herein. In general, the
term “computer processing system” may be exemplified by,
for example, but without limitation: a personal computer,
server, desktop computer, tablets, smart phones, notebooks,
laptops, distributed systems, servers, blades, gateways,
switches, and the like, as well as any combination of devices
or entities adapted to perform the functions described herein.
Specifically, the schematic diagram of FIG. 22 may represent
a system executing the checkpoint and alert module, the
workstation, the call handler, or the RTSA system. There are
various potential embodiments, and the system shown in FI1G.
22 may be modified to accommodate any one of the above
components. Further, in various embodiments, a common
processing platform may be used to run software for provid-
ing various functions in an integrated manner.

As shown in FIG. 22, the processing system 2200 may
include one or more processors 2201 that may communicate
with other elements within the processing system 2200 via a
bus 2205 or some other form of communication facility. The
processor 2201 may be implemented as one or more complex
programmable logic devices (“CPLD”), microprocessors,
Von Neumann based microprocessors, multi-core processors,
digital signal processors (“DSP”), system-on-a-chip
(“SOC”), co-processing entities, application-specific inte-
grated circuits (“ASIC”), field programmable gate arrays
(“FPGA”), programmable logic arrays (“PLA”), hardware
accelerators, other circuitry, or the like. Each of these must be
programmed accordingly to perform the functions disclosed
herein.

In one embodiment, the processing system 2200 may also
include one or more communications interfaces 2202 for
communicating data via the local network with various exter-
nal devices, including those shown in FIGS. 1-2. In various
embodiments, communication may be via wired, optical, or
wireless networks (or a combination thereof). The communi-
cation may use a variety of data transmission protocols, such
as fiber distributed data interface (FDDI), Ethernet, asynchro-
nous transfer mode (“ATM”), or frame relay.

An input/output controller 2203 may also communicate
with one or more input devices or peripherals using an inter-
face 2204, such as, but not limited to: a keyboard, a mouse, a
touch screen/display input, microphone, pointing device, etc.
The input/output controller 2203 may also communicate with
output devices or peripherals, such as displays, printers,
speakers, headsets, banner displays, other components in the
contact center, etc. These may be used, in part, to receive data,
such as alert and checkpoint widget related data retrieved
from an external database.

The processor 2201 may be configured to execute instruc-
tions stored in volatile memory 2206, non-volatile memory
2207, or other forms of computer readable storage media
accessible to the processor 2201. The volatile memory may
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comprise various types of memory technologies, including,
but not limited to: random access memory (“RAM”),
dynamic random access memory (“DRAM?”), static random
access memory (“SRAM?”), and other forms well known to
those skilled in the art. The non-volatile memory may com-
prise various technologies, including, but not limited to: stor-
age media such as hard disks, floppy disks, read only memory
(“ROM”™), programmable read only memory (“PROM™),
electrically erasable read only memory (“EPROM”), flash
memory, and other forms well known to those skilled in the
art.

The non-volatile memory 2207 may store program code
and data, which also may be loaded into the volatile memory
2206 at execution time. Specifically, the non-volatile memory
2207 may store code associated with an checkpoint and alert
reporting module 2209 that may perform the above men-
tioned process flows and/or operating system code 2208 con-
taining instructions for performing the process and/or func-
tions associated with the technologies disclosed herein. The
checkpoint and alert reporting module 2209 may also access
various checkpoint and alert data 2217 disclosed above (in-
cluding agent alert data, event tables, meta-data, etc.) and
process the related information described above. The volatile
memory 2206 and/or non-volatile memory 2207 may be used
to store other information including, but not limited to: alerts,
alert mapping tables, floor plan maps, agent icons, agent
pictures, records, audio records, meta-data, event tables,
applications, programs, scripts, source code, object code,
byte code, compiled code, interpreted code, machine code,
executable instructions, or the like. These may be executed or
processed by, for example, processor 2201. These may form
a part of, or may interact with, the CARM 2209. In some
embodiments, the CARM 2209 may be integrated or located
in another component. Although the embodiments herein
have described the CARM as a single module, in other
embodiments these may be multiple modules, e.g., a check-
point reporting module and an alert reporting module. Fur-
ther, these modules do not necessarily have to execute in the
same component. Similar, the checkpoint and alert data 2217
may be segregated and stored as separate data files or struc-
tures (e.g., checkpoint data separate from alert data) on sepa-
rate components.

The technologies described herein may be implemented in
various ways, including as computer program products com-
prising memory storing instructions causing a processor to
perform the operations associated with the above technolo-
gies. The computer program product comprises a non-transi-
tory computer readable storage medium storing applications,
programs, program modules, scripts, source code, program
code, object code, byte code, compiled code, interpreted
code, machine code, executable instructions, and/or the like
(also referred to herein as executable instructions, instruc-
tions for execution, program code, and/or similar terms).
Such non-transitory computer readable storage media include
all the above identified computer readable media (including
volatile and non-volatile media), but does not include a tran-
sitory nor propagating signal, nor does it encompass a non-
tangible computer readable medium. Non-volatile computer
readable storage medium may specifically comprise: a floppy
disk, flexible disk, hard disk, magnetic tape, compact disc
read only memory (“CD-ROM”), compact disc compact disc-
rewritable (“CD-RW”), digital versatile disc (“DVD”), Blu-
Ray™ disc (“BD”), any other non-transitory optical medium,
and/or the like. Non-volatile computer readable storage
medium may also comprise read-only memory (“ROM”),
programmable read-only memory (“PROM”), erasable pro-
grammable read-only memory (“EPROM™), electrically
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erasable programmable read-only memory (“EEPROM”),
flash memory, and/or other technologies known to those
skilled in the art.

CONCLUSION

Many modifications and other embodiments of the con-
cepts and technologies set forth herein will come to mind to
one skilled in the art having the benefit of the teachings
presented in the foregoing descriptions and the associated
drawings. Therefore, it is to be understood that embodiments
other than the embodiments disclosed herein are intended to
be included within the scope of the appended claims.
Although specific terms may be employed herein, they are
used in a generic and descriptive sense only and not for
purposes of limitation, except for the terms defined in the
glossary herein.

The invention claimed is:

1. A system for displaying a plurality of checkpoint wid-
gets on a workstation used by a supervisor in a contact center,
wherein each checkpoint widget indicates one or more check-
point status indicators of a respective voice call, where each
checkpoint status indicator is associated with a respective
checkpoint during the respective voice call processed by a call
handler involving an agent in the contact center, the system
comprising:

a real-time speech analytics (“RTSA”) system configured
to report a corresponding event message for each key-
word detected during the respective voice call involving
the agent;

a checkpoint and alert reporting module comprising a pro-
cessor configured to:
receive a specific event message from the RTSA system,
correlate the specific event message to a particular

checkpoint,
store timing information in association with the particu-
lar checkpoint; and
a workstation comprising a computer display and an audio
interface, wherein the workstation is configured to dis-
play the plurality of checkpoint widgets associated with
the agent, wherein at least one checkpoint widget visu-
ally distinguishes a particular checkpoint status indica-
tor to reflect absence of speech to be detected for a
corresponding checkpoint of the at least one checkpoint
widget,
wherein the processor of the checkpoint and alert reporting
module is further configured to:
receive a first request from the workstation for the plu-
rality of checkpoint widgets associated with the
agent, the first request further comprising filter infor-
mation identifying the agent and a time period of calls
handled by the agent, wherein the filter information is
used to identify the plurality of checkpoint widgets;

cause the plurality of checkpoint widgets to be displayed
on the workstation, wherein one of the checkpoint
widgets comprises the particular checkpoint;

receive a second request from the workstation, the sec-
ond request indicating the particular checkpoint; and

cause a portion of audio of a particular call associated
with the particular checkpoint to be streamed to the
audio interface of the workstation.

2. The system of claim 1, wherein each checkpoint widget
visually depicts:

atime-line representing passage of time during the respec-
tive voice call; and
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a plurality of checkpoint status indicators overlaid on the
time-line, wherein at least one of the plurality of status
indicators reflects detection of speech at the correspond-
ing checkpoint.

3. The system of claim 2, wherein the portion of audio of
the particular call associated with the particular checkpoint to
be streamed to the audio interface of the workstation begins at
a time that is after a prior checkpoint of the particular call.

4. The system of claim 1, wherein the workstation is further
configured to display a score total associated with each ofthe
checkpoint widgets.

5. The system of claim 1, wherein the call handler com-
prises the alert and checkpoint reporting module, and wherein
the call handler establishes a first call leg to the RTS A system,
a second call leg to the workstation, and a third call leg to a
remote party.

6. The system of claim 1, wherein a plurality of checkpoint
status indicator text is displayed with the plurality of check-
point widgets.

7. The system of claim 1, wherein streaming the audio to
the interface of the workstation comprises retrieving audio of
the call into a memory, from which the audio is streamed to
the audio interface.

8. The system of claim 7, further comprising:

a file store comprising the memory, wherein the memory
stores audio of calls involving the agent, including the
audio from the particular call.

9. A non-transitory computer readable medium storing
instructions that when executed by a processor in call handler
system cause the processor to:

receive an event message from a real-time speech analytics
system (RTSA system) associated with a voice call
between an agent in a contact center agent and a remote
party, the event message reporting detection of a key-
word spoken by the agent;

determine that the event message correlates with a particu-
lar checkpoint associated with the voice call;

receive a first request from a workstation for a plurality of
checkpoint widgets associated with the agent, the first
request further comprising filter information identifying
the agent and a time period of calls handled by the agent,
wherein the filter information is used to identify the
plurality of checkpoint widgets;

cause the plurality of checkpoint widgets to be displayed
on the workstation, wherein one of the plurality of
checkpoint widgets comprises the particular checkpoint,
and wherein the one of the plurality of checkpoint wid-
gets visually reflects an absence of speech to be detected
for another checkpoint of the one of the plurality of
checkpoint widgets;

receive a second request from the workstation, the second
request indicating the particular checkpoint; and

cause a portion of audio of the voice call associated with
the particular checkpoint to be streamed to an audio
interface of the workstation.

10. The non-transitory computer readable medium of claim

9, wherein the filter information identifying the time period of
calls handled by the agent indicates a date, a beginning time
on that date, and an ending time on that date.

11. The non-transitory computer readable medium of claim
9, further comprising instructions that when executed cause
the processor to:

cause the plurality of checkpoint widgets to be displayed
on the workstation with a corresponding score for each
of the plurality of checkpoint widgets.
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12. The non-transitory computer readable medium of claim
11, further comprising instructions that when executed cause
the processor to:

in response to receiving the second request indicating the

particular checkpoint, present a user with a window on a
computer display, the window displaying controls of an
audio player configured to allow the user to control the
audio of the voice call.

13. The non-transitory computer readable medium of claim
9, further comprising instructions that when executed cause
the processor to:

receive a corresponding text from a user associated with

each checkpoint prior to the call handler processing the
call;

store an association between the corresponding text and a

particular event message; and

display the corresponding text for each checkpoint on the

checkpoint widget during the call when the event mes-
sage corresponds to the particular event message.

14. The non-transitory computer readable medium of claim
9, further comprising instructions that when executed cause
the processor to:

cause the workstation to display the checkpoint widget in

an initial display state to the agent on a computer display
at a beginning of the voice call.

15. A method for streaming a stored portion of audio of a
voice call involving an agent in a contact center comprising:

establishing the voice call involving a plurality of call legs,

with a first call leg between a remote party and a call
handler, a second call leg between the call handler and a
real-time speech analytics system (“RTSA system”),
and a third call leg between the call handler and a tele-
phone device used by the agent;

monitoring the speech of the agent on the second call leg by

the RTSA system;

generating an event message from the RTSA system to the

call handler in response to detecting a previously indi-
cated keyword on the voice call;
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receiving the event message at the call handler;

determining that the event message reflects detection of a
keyword associated with a particular checkpoint of the
voice call;

storing timing information of the audio of the call based on

the event message;
receiving a first request from a workstation for a plurality
of checkpoint widgets associated with the agent, the first
request further comprising filter information identifying
the agent and a time period of calls handled by the agent,
wherein the filter information is used to identify the
plurality of checkpoint widgets;
causing the plurality of checkpoint widgets to be displayed
on the workstation, wherein one of the checkpoint wid-
gets comprises the particular checkpoint, and wherein at
least another one of the checkpoint widgets visually
reflects an absence of speech to be detected for another
checkpoint corresponding to the at least another one of
the checkpoint widgets;
receiving a second request from the workstation, the sec-
ond request indicating the particular checkpoint; and

causing the portion of the stored audio of the voice call
associated with the particular checkpoint to be streamed
to an interface of the workstation.

16. The method of claim 15, wherein causing the plurality
of checkpoint widgets to be displayed on the workstation
further causes a corresponding score to be displayed with
each checkpoint widget.

17. The method of claim 15, wherein the time period of
calls handled by the agent comprises a date, beginning time,
and ending time.

18. The method of claim 15, wherein the timing informa-
tion of the audio of the voice call comprises an offset time
from a beginning of the voice call.

19. The method of claim 18, wherein the offset is based on
a predefined backup time offset from the particular check-
point.



